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The aim of this short course is to give an introduction to statistical es-
timation in high-dimensional models (where the dimension p of the vector
of unknown parameters is larger than the sample size n) under sparsity sce-
nario. The model is called sparse if the number of non-zero coordinates of
the vector of unknown parameters is much smaller than p. The quality of
sparse estimation is usually assessed in terms of model selection consistency
(i.e., recovering of the set of non-zero coordinates) and sparsity oracle in-
equalities (SOI) for the prediction risk. One of the most important issues
is to build methods that attain optimal performances with respect to these
two criteria under minimal assumptions on the dictionary (for example, in
linear regression, this requirement is translated as minimal assumptions on
the design matrix X). Sparse statistical estimation is closely related to
the problem of compressive sensing in approximation theory, but is more
complex because the noise is added. It is also related to the problem of
aggregation of estimators since, using sparse estimation methods obeying
the SOI, we can construct aggregates that are simultaneously optimal for
convex, linear and model selection type aggregation.

First, an overview of the most popular methods of sparse statistical esti-
mation will be given. They are mainly of the two types. Some of them, like
the BIC, enjoy nice theoretical properties without any assumption on the
dictionary but are computationally infeasible starting from relatively mod-
est dimensions p. Others, like the Lasso or the Dantzig selector, are easily
realizable for very large p but their theoretical performance is conditioned
by severe restrictions on the dictionary. We will discuss and compare vari-
ous types of such restrictions emphasizing that the Lasso and the Dantzig
selector can be studied by similar methods and exhibit similar behavior.

We will then focus on Sparse Exponential Weighting, a new method
of sparse recovery in regression, density and classification models realizing
a compromise between theoretical properties and computational efficiency.
The theoretical performance of the method is comparable with that of the
BIC in terms of SOI for the prediction risk. No assumption on the dictionary
is required, except for the standard normalization. At the same time, the
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method is computationally feasible for relatively large dimensions p. It is
constructed using the exponential weighting with suitably chosen priors, and
its analysis is based on the PAC-Bayesian ideas in statistical learning. We
will develop a general technique to derive sparsity oracle inequalities from
the PAC-Bayesian bounds.
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