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ABSTRACT
We discuss various aspects of a conjecture that spans Anal-
ysis, Probability and Combinatorics. We find it interesting
enough to offer a $1000 prize for a solution of any of the
main problems.

Categories and Subject Descriptors
G.3 [Mathematics of Computing]: Probability and Statis-
tics; G.2 [Mathematics of Computing]: Discrete Math-
ematics; G.m [Mathematics of Computing]: Miscella-
neous

General Terms
Theory

1. WHAT THIS IS ALL ABOUT

A central issue in mathematics and computer science is
to gain understanding of subsets of spaces with many di-
mensions. Our natural intuition fails miserably at this. A
fundamental fact is:

If a subset A of a space with many dimensions is “large”,

then “most” of the points of the space are “close to”A.
(1.1)

This is the underlying philosophy of the theory of concen-
tration of measure, one of the truly great ideas of Analysis
and Probability. In (1.1), “large” and “most” will mean with
respect to some probability measure. There is much more
room on how to define “close to”, and some new tentative
definitions will be presented below. A very nice introduction
to the fundamental theory of concentration of measure can
be found in [3]. The most useful results are“dimension-free”,
in the sense that the provide inequalities that do not involve
the dimension of the underlying space (which is the ultimate
goal for not having to worry about large dimension). This
is in particular the case for the Gaussian concentration of
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measure (see [3]) or the “convex-distance inequality” of [7]
(see also [3]).

If the conjectures we propose turn out to be true, we
will apparently learn something fundamentally new about
the complexity of sets of large measure in the product of
many spaces. On the other hand, to disprove these conjec-
ture would possibly require genuinely new examples of“large
sets”. It therefore seems to be worthwhile to either prove or
disprove them. For the reader in a hurry to cash a check,
the main conjectures of the paper are Conjecture 2.1 and
its “discrete version”, Conjecture 7.1. The most extravagant
and transformational result would be a positive solution of
Problem 10.3. Our goal is to explain these conjectures with
the proper background, and then to attempt to find their
“proper formulation”. Along the way, we will use the unique
opportunity presented by this paper to mention three other
of our favorite problems in Probability, all with a strong
combinatorial flavor.

2. THE CONVEXITY CONJECTURE

Consider a subset A of RM . How many operations are re-
quired to build the convex hull of A from A? Of course the
exact answer should depend on what exactly we call “opera-
tion”, but Caratheodory’s theorem asserts that any point in
the convex hull of A is in the convex hull of a subset B of A
such that cardB = M + 1 (and this cannot be improved) so
we should expect that the number of operations is of order
M , and that this cannot really be improved.

Suppose now that, in some sense, A is “large”, and that,
rather than wanting to construct all the convex hull of A,
we only try to construct “a proportion of it”. Do we really
need a number of operations that grows with M? First, how
do we tell that a set is “large”?

Probably the most natural measure on RM is the canonical
Gaussian measure γ = γM , i.e. the law of a sequence (gi)i≤M
of i.i.d. standard Gaussian r.v.s.

To simplify the discussion, let us assume that the set A is
balanced, (or, if one prefers, is symmetric and star-shaped)
i.e.

x ∈ A , |λ| ≤ 1⇒ λx ∈ A. (2.1)

Conjecture 2.1. There exists ε > 0 and an integer q
with the following property. For any M , and any compact
balanced set A ⊂ RM with γ(A) ≥ 1 − ε, we can find a
convex compact set

B ⊂ A+ · · ·+A︸ ︷︷ ︸
q times

(2.2)



with γ(B) ≥ 1/2, where of course the right hand side is the
set of sums x1 + · · ·+ xq for x1, . . . ,xq in A.

The word “compact” and the choice of the constant 1/2
are completely unimportant.

For large M the measure γ is basically concentrated on the
sphere of radius

√
N , and this can be used to (easily) show

that one obtains an equivalent conjecture if one replaces
in Conjecture 2.1 the Gaussian measure γ by the uniform
measure on the unit sphere. The same comment applies to
Conjecture 3.3 below.

If this conjecture were true this would mean that q oper-
ations suffice to build a large convex set from any large set,
irrespective of the dimension of the underlying space.

Wouldn’t this be fundamental? The conjecture is dis-
cussed at length in the paper [5], but has attracted no atten-
tion. The present work is a renewed attempt to popularize
this and related questions.

What support do we have for Conjecture 2.1? The truth
is very little. The author tried to disprove it. He proved
in [5] that q = 2 does not work, even if we replace A + A
by L(A + A) for an arbitrarily large constant L. Whether
q = 3 works is apparently open. We encourage the reader to
spend a little time on this question. It is rather instructive
to write a few natural examples of sets A for which one
knows that γ(A) > 9/10 and to look at A+A+A. It turns
out that this set is really huge in all the examples we could
think of. Of course, the true obstacle is there: we have very
little intuition of what really is a set of large measure in
a high-dimensional space. A positive or negative solution
of Conjecture 2.1 certainly qualifies for the $1000 prize. It
seems that if the conjecture is wrong, there is a chance that
a counter-example to it would be a rather new kind of set
and would be quite instructive. The same comments apply
to the main conjectures in the rest of the paper.

3. GAUSSIAN PROCESSES

Certain early results of the author on Gaussian processes
motivate the formulation of some of our conjectures, and
the present section reviews these results. The reader who is
not interested in either Gaussian or empirical processes can
jump directly to Section 7, where the basic conjectures 7.1
and 7.2 are formulated in terms of very simple objects.

From the abstract point of view we use, a (centered) Gaus-
sian process is a family (Xt)t∈T of jointly Gaussian r.v.s and
the quantity of fundamental importance is E supt∈T Xt. It is
discussed in detail in the first pages of [8], which contains a
rather complete account of the author’s ideas on stochastic
processes, and let us simply say here that this is the natural
measure of the “size” of the process. This processes induces
a canonical distance d on the index set T , given by

d(s, t)2 = E(Xs −Xt)2.

It turns out that, within a multiplicative factor, the quan-
tity E supt∈T Xt can be computed as a “functional of the
geometry of the metric space (T, d)”, i.e.

1

L
γ2(T, d) ≤ E sup

t∈T
Xt ≤ Lγ2(T, d) (3.1)

where L is a number and the quantity γ2(T, d) depends only
on the geometry of the metric space (T, d). (Its exact def-
inition is not important here and is explained at length in

[8].) Thus (3.1) transforms a probabilistic problem (eval-
uating E supt∈T Xt) into a geometric problem (evaluating
γ2(T, d)). It is important to fully understand the nature of
this result: it performs no magic. It is very difficult to es-
timate γ2(T, d) when the combinatorics of the space (T, d)
are complicated. The meaning of (3.1) is simply that there
is no other way to estimate E supt∈T Xt than to estimate
γ2(T, d).

At this point we make a half-column digression to men-
tion that there remains a nice unsolved problem concerning
the computation of γ2(T, d) in a rather explicit and concrete
case. The author has proposed the following ’‘the Ultimate
Matching Conjecture”([8], p. 110) that would (do a lot more
than) nicely interpolate between the Ajtai-Komlòs-Tusnàdy
matching theorem and the Leighton-Shor grid matching the-
orem.

Conjecture 3.1. There exists a number L with the fol-
lowing property. Consider α1 > 0 and α2 > 0 with 1/α1 +
1/α2 = 1/2. Then, given two independent i.i.d. samples
(X1

i , X
2
i )i≤N and (Y 1

i , Y
2
i )i≤N uniform in the unit square,

with probability that goes to 1 as N →∞ there exists a one
to one map π on 1, . . . , N such that for j = 1, 2 we have∑

1≤i≤N

exp

(√
N

logN

|Xj
i − Y

j
π(i)|

αj

L

)
≤ 2.

The case α1 = α2 = 4 is of special interest. If it where
true, with probability close to 1 we would find a matching
π that satisfies, for some universal constant L∗ both

max
i,j
|Xj

i − Y
j
π(i)| ≤ L

∗ (logN)3/4

N1/2

as in the Leighton-Shor grid matching theorem and∑
i≤N

|Xj
i − Y

j
π(i)| ≤ L

∗(logN)1/2N1/2

as in the Ajtai-Komlòs-Tusnàdy matching theorem. Con-
jecture 3.1 (at least in certain crucial cases) essentially boils
down to controlling γ2(T, d) where T is a certain class of
functions on the unit square (which is defined through a
control of the partial derivatives) and where d is the natural
distance induced by L2([0, 1]2), see [8].

After this parenthesis, we go back to Gaussian processes.
An essentially equivalent way to look at these is, given M ,
to consider the canonical process (Xt)t∈RM where the basic
probability space is (RM , γ) (recalling that γ is the canonical
Gaussian measure) and where for x ∈ RM we have

Xt(x) = t · x, (3.2)

the dot product of t and x. In that case the canonical dis-
tance induced by the process is the Euclidean distance on
RM .

Consider a convex balanced subset T of RM . Let us define

U = E sup
t∈T

Xt =

∫
sup
t∈T

Xt(x)dγ(x), (3.3)

where the process Xt is as in (3.2). (So, one might say that
U measures the size of T with respect to the canonical Gaus-
sian process.) Since supt∈T Xt ≥ 0 because T is balanced, it
follows from Markov’s inequality that for any number v ≥ 1
one has

γ
({

sup
t∈T

Xt ≥ vU
})
≤ 1

v
. (3.4)



On the other hand, it is proved in [8] as a (non trivial)
consequence of (3.1) that the following holds true.

Proposition 3.2. There exists a number L such that,
(whatever the value of M and the choice of the set T ) one
can find a sequence (Hk)k≥1 of half-spaces of RM such that,
with the notation (3.3),{

sup
t∈T

Xt ≥ LU
}
⊂

⋃
k

Hk (3.5)

∑
k≥1

γ(Hk) ≤ 1

2
. (3.6)

Of course a half-space is simply a set of the type {x; t·x ≥
1} for some t ∈ RM . What this means is that not only the
set {supt∈T Xt ≥ LU} in (3.5) has a small measure for γ
(which we know from (3.4)), but we have a kind of explicit
witness of this, this set is covered by a union of simple sets
(half-spaces) such that the sum of their measures is ≤ 1/2.
(Of course, the choice of the number 1/2 is pretty arbitrary.)
The information (3.5) is, in a sense, less fundamental than
(3.1), but, on the other hand, it is still very much non trivial.

Only simple arguments about Gaussian measures are re-
quired to show from (3.5) that one can reformulate Conjec-
ture 2.1 as follows.

Conjecture 3.3. There exists an integer q with the fol-
lowing property. Given any integer M and any balanced set
A ⊂ RM with γ(A) ≥ 1− 1/q, there exists a sequence (Hk)
of half-spaces of RM such that

x /∈ A+ · · ·+A︸ ︷︷ ︸
q times

⇒ x ∈
⋃
k≥1

Hk

and ∑
k≥1

γ(Hk) ≤ 1

2
.

We are not saying that the proper way to approach this
conjecture is to look for a magic wand that would produce
the half-spaces Hk. The point of the formulation of Conjec-
ture 3.3 is to motivate further statements.

4. EMPIRICAL PROCESSES

Having proved (3.1) one would certainly like to find similar
results for other classes of stochastic processes (a question
that is explored in depth in [8]). Empirical processes con-
stitute an important such class. They are certainly related
to computer science, in particular in their rôle in dimension-
reduction theorems as in [4]. The basic setting is as follows.
Consider a sequence of i.i.d. uniformly distributed r.v.s Yi
in [0, 1] and F a (finite) class of (Borel) functions. We as-

sume for simplicity that
∫ 1

0
f(x)dx = 0 for each f ∈ F . For

f ∈ F , consider the r.v.

Xf =
1√
N

∑
i≤N

f(Yi). (4.1)

The problem is to estimate the size of the r.v.

sup
F
Xf = sup

f∈F

1√
N

∑
i≤N

f(Yi), (4.2)

say to bound its expectation. Given f , the central limit the-
orem shows that for large N the r.v. Xf is nearly Gaussian.
Thus, a natural way to control the process (Xf )f∈F is be-
cause it is close to a Gaussian process (that we understand
through (3.1)). There is however a fundamentally different
reason why the r.v. (4.2) can be small: it is because the
larger r.v.

sup
f∈F

1√
N

∑
i≤N

|f(Yi)| (4.3)

is already small. (In contrast, in the near-Gaussian case,
one expects that there will be a lot of cancellation between
terms and that this contributes in an essential way to the
smallness of the sum.)

It can be shown in a precise way that the two previous
methods are the only two ways to control the sup of the
process (Xf )f∈F [6]. Since the near-Gaussian case is well
understood, the question is to understand the case (4.3),

or, equivalently (since N−1/2 is a normalization factor), to
understand the quantity

E sup
f∈F

∑
i≤N

f(Yi), (4.4)

where F consists of functions f ≥ 0. Ideally we would like to
be able to compute (4.4) as a function of the “geometry” of
F ; but it is at present very unclear what would be the proper
way to look at F . Then the natural thought is that, if one
cannot prove anything as satisfactory as (3.1), one should be
less ambitious and try for something of the nature of (3.5).
Another natural though is that, instead of (4.4), one should
probably think first about a more basic problem of the same
nature. We keep in mind that we are trying to prove inequal-
ities, and that to do this there is no loss to replace contin-
uous structures by (“suitably fine”) discrete structures. Let
us divide the interval [0, 1] into M (� N) consecutive small
intervals, and let us assume that each function of F is con-
stant in these small intervals. Choosing the r.v.s (Yi)i≤N
is pretty much the same (at least modulo a poissonization
argument) as selecting each small interval with probability
p = N/M .

5. SELECTOR PROCESSES

The previous considerations bring us naturally to selector
processes. In a selector process we consider a finite set S and
i.i.d. r.v.s (δi)i∈S with P(δi = 1) = p and P(δi = 0) = 1− p.
(The name arises from the fact that this process allows one
to choose (= select) a random subset of size ' pcardS of
S). Consider a class F of non negative functions on S or,
equivalently, a class T of sequences t = (ti)i∈S with ti ≥ 0.
We are interested in the quantity

E(T ) := E sup
t∈T

∑
i∈S

tiδi. (5.1)

The situation of interest is where

E sup
t∈T

∑
i∈S

tiδi � p sup
t∈T

∑
i≤N

ti = sup
t∈T

E
∑
i∈S

tiδi. (5.2)

Before we pursue the discussion, let us explain the nota-
tion we will use throughout the paper. Let us denote by
µ = µp = µp,S the law of the sequence (δi)i∈S . It is a prod-
uct measure on {0, 1}S . It is convenient to think of points in



{0, 1}S as subsets of S. We will denote by I, J,X, Y subsets
of S, while A and B will denote subsets of {0, 1}S . Thus we
have

E(T ) = E sup
t∈T

∑
i∈S

tiδi = Ep sup
t∈T

∑
i∈X

ti.

The notation in the right-hand side means that we take ex-
pectation when X ⊂ S is seen as a random element of the
probability space ({0, 1}S , µp), and this is the notation we
will use throughout the rest of the paper.

The problem of evaluating the quantity (5.2) has been
partially solved in the very special case where T consists
of sequences t with ti ∈ {0, 1}. This is explained in [9],
a paper quite related to the present work. To introduce
notation appropriate to that case, for a subset A of {0, 1}S
we define

Ep(A) = Ep sup
J∈A

card(J ∩X), (5.3)

which is simply the quantity E(T ) of (5.1) for T = {1J ; J ∈
A}.

We will now make a one page digression to introduce
the reader to some of the author’s favorite obsessions about
stochastic processes. We hope that the reader will find these
questions beautiful and challenging. Our failure to solve
them is a direct motivation for the less ambitious conjec-
tures that are described in the present paper.

A first method to control the quantity (5.3) is through the
obvious bound

Ep(A) ≤ max
J∈A

cardJ. (5.4)

A second method is as follows.

Lemma 5.1. Assume that for a certain number M ≥ 1
we have ∑

J∈A

(
pcardJ

M

)M
≤ 1. (5.5)

Then Ep(A) ≤ LM , where L is a universal constant.

Proof. We use the “union bound” to write for any integer
k

P
(

sup
J∈A

card(J ∩X) ≥ k
)
≤
∑
J∈A

P(card(J ∩X) ≥ k).

Now

P(card(J ∩X) ≥ k) ≤

(
cardJ

k

)
pk ≤

(
Cp cardJ

k

)k
,

using the elementary estimate( m
Ck

)k
≤

(
m

k

)
≤
(
Cm

k

)k
, (5.6)

where C is a universal constant. Now, by (5.5) we have
p cardJ ≤M for J ∈ A, so that for k ≥ 2CM we get, using
simply that k ≥M in the last inequality,(

Cp cardJ

k

)k
≤
(
p cardJ

2M

)k
≤ 2−k

(
pcardJ

M

)M
,

and combining these estimates with (5.5) that

P
(

sup
J∈A

card(J ∩X) ≥ k
)
≤ 2−k,

from which the result follows easily, using that since M ≥ 1,
the smallest integer k ≥ 2CM satisfies k ≤ 3CM .

Having found two genuinely different methods to bound
Ep(A) we can use mixtures of them. This method is based
on the observation that

card(X ∩ (I1 ∪ I2)) ≤ card(X ∩ I1) + card(X ∩ I2).

Therefore, if we consider A1, A2 ⊂ {0, 1}S such that

∀I ∈ A , ∃I1 ∈ A1 , I2 ∈ A2 , I ⊂ I1 ∪ I2, (5.7)

we have Ep(A) ≤ Ep(A1) + Ep(A2). We can then apply the
bound (5.3) to A1 and the bound of Lemma 5.1 to A2. More
formally, let us define Ψ(A) as the infimum of the numbers
M ≥ 1 for which we can find classes A1 and A2 such that
(5.7) holds as well as

max
J∈A1

cardJ ≤M ;
∑
J∈A2

(
pcardJ

M

)M
≤ 1.

We have just shown that

Ep(A) ≤ 2Ψ(A). (5.8)

The natural question is whether the previous method is in
full generality the best possible to bound Ep(A), i.e. whether
the previous inequality can be reversed. Since M ≥ 1 this
can be true only when Ep(A) ≥ 1. (The case where Ep(A) ≤
1, such as when A consists of one single set that contains
one single point is uninteresting.)

Conjecture 5.2. There exists a universal constant L
such that if Ep(A) ≥ 1 then Ψ(A) ≤ LEp(A).

The following statement is a more explicit form of the same
conjecture.

Conjecture 5.3. There exists a universal constant L
with the following property. Consider any set S and any
p > 0. Then for any A ⊂ {0, 1}S with Ep(A) ≥ 1 we can
find B ⊂ {0, 1}S with the following properties, where M =
LEp(A):

∀I ∈ A , ∃J ∈ B, card(I \ J) ≤M. (5.9)

∑
J∈B

(
pcardJ

M

)M
≤ 1. (5.10)

The difficulty in proving Conjecture 5.3 is that we are
given A and we have to find B, which needs not be a subset
of A. Moreover, nobody painted red the elements of B to
help us find them.

In the same spirit as Conjecture 5.3 (and motivating it)
is the problem of understanding the supremum of Bernoulli
processes, that is the quantities b(T ) = E supt∈T |

∑
i∈S εiti|,

where now the εi are i.i.d random signs and T is a set of se-
quences on S. We do not assume here that ti ≥ 0. (The ab-
solute values around the sum do not make the problem fun-
damentally different from the similar problem without these
absolute values that we considered in the Gaussian case.)
There are two immediate bounds for this quantity. The first
one is through the trivial relation b(T ) ≤ supt∈T |ti|, and
the second is through a (elementary) comparison theorem
with the Gaussian case, the inequality

b(T ) ≤
√

2/πE sup
t∈T

∣∣∣∑
i∈S

giti

∣∣∣,



where now the r.v.s gi are independent standard Gaussian
(so that in principle we understand the right-hand side using
(3.1)). The author calls the problem of determining whether
these two methods, and their mixtures as in the case of
Conjecture 5.3, are really the only way to bound b(T ) the
Bernoulli problem. The formal statement is as follows.

Conjecture 5.4. (The Bernoulli Conjecture) There
exists a universal constant L such that given any finite set
S and any set T of sequences indexed by S, we can find two
sets of sequences T1 and T2 which satisfy the following three
properties:

∀t ∈ T1 ,
∑
i∈S

|ti| ≤ Lb(T )

E sup
t∈T2

∣∣∣∑
i∈S

giti

∣∣∣ ≤ Lb(T )

T ⊂ T1 + T2 = {t1 + t2 , t1 ∈ T1, t2 ∈ T2}. (5.11)

The author has devoted a significant part of his life to
the study of this question and offers a $5000 prize for its
solution. Amazingly enough, the program of constructing a
decomposition such as in (5.11) can be carried out in many
situations, as is detailed in [8].

We go back to the main story. It would be very interest-
ing to be able to estimate in complete generality the quan-
tity (5.1) as a function of the “geometry of T”, by proving
something in the spirit of Conjectures 5.3 and 5.4. This
seems hopeless unless one first gives a positive solution to
these conjectures, so it is apparently a very difficult project.
Therefore, we should try first to look for weaker results. For
this we will be guided by Proposition 3.2.

In order to distinguish conveniently between subsets of
S and subsets of {0, 1}S , we will call a subset of {0, 1}S a
class.

We will say that a class A ⊂ {0, 1}S is an up-class if

X ∈ A, Y ⊃ X ⇒ Y ∈ A.

We note that if A is an up-class, the map p 7→ µp(A) is
non-decreasing. We will say that a class A ⊂ {0, 1}S is a
down-class if

X ∈ A, Y ⊂ X ⇒ Y ∈ A.

If A is an up-class, its complement is a down-class, and
conversely.

Given a subset I of S we consider the class

HI = {J ⊂ S; I ⊂ J} (5.12)

so that HI is an up-class and

µp(HI) = pcardI . (5.13)

The notationHI is motivated by the fact that these classes
somewhat correspond to the half-spaces of Section 3. They
are canonical, which motivates the following definition.

Definition 5.5. A class A ⊂ {0, 1}S is p-small if there
exists a family I of subsets of S such that

A ⊂
⋃
I∈I

HI (5.14)

and ∑
I∈I

µp(HI) =
∑
I∈I

pcardI ≤ 1

2
. (5.15)

Of course, the choice of the value 1/2 is rather arbitrary.
The idea of this definition is (again) that the sets HI provide
explicit simple witnesses that µp(A) ≤ 1/2. It is particu-
larly well adapted to the case where A is an up-class. Many
natural classes are up-classes, such as in (5.17) below, and
there is little hope to understand the structure of general
classes unless we first understand that of up-classes.

Let us point out the following obvious fact.

Lemma 5.6. If A is p-small and p′ < p then A is p′-small.

Conjecture 5.7. There exists a number L with the fol-
lowing property. Consider any 0 < p < 1, any set S and any
set T of sequences (ti)i∈S with ti ≥ 0. Let

Ep(T ) = Ep sup
t∈T

∑
i∈X

ti :=

∫
sup
t∈T

∑
i∈X

tidµp(X). (5.16)

Then the class {
X; sup

t∈T

∑
i∈X

ti ≥ LEp(T )

}
(5.17)

is p-small.

A positive answer would give a version of Proposition 3.2
for selector processes. The practical-minded reader will ask
what use would such a result have, and might not share the
author’s feeling that it would provide fundamental informa-
tion. In some sense it is a result of the same nature than
(3.1). It would show that if you are given a selector process,
and would like to prove that, within a multiplicative factor
that is a universal constant, the quantity Ep(T ) (defined in
(5.1)) satisfies Ep(T ) ≤M for a certain number M , there is
in the end no other way than to find the witnesses that
the set {X; supt∈T

∑
i∈X ti ≥ LM} is small.

One must realize that in Conjecture 5.7, the problem is for
p ≤ 1/2. For p ≥ 1/2, we leave it as a teaser the fact that the
class (5.17) is empty for L = 4. (It could be easier to figure
this out after reading Lemma 7.5 below.) Also, one feels
that what matters is the case where p is sufficiently small,
but we cannot quite prove it, and this will be discussed in
the last section of the paper.

Proposition 5.8. With the notation of Conjecture 5.7,
given a number V > 0, if we request that there exists a
number L(V ) depending on V only such that the class{

X; sup
t∈T

∑
i∈X

ti ≥ L(V )Ep(T )

}
(5.18)

is (V p)-small for any 0 < p < 1, any set S and any set T
of sequences (ti)i∈S with ti ≥ 0, the resulting conjecture is
equivalent to Conjecture 5.7.

Proof. Assuming Conjecture 5.7 and given V > 0, let
us prove that the class (5.18) is (V p)-small if the number
L(V ) is large enough. Using Lemma 5.6 we can assume that
V ≥ 1. Consider an integer n > V . It suffices to consider
the case where 2np < 1 for otherwise, as shown in Lemma
7.5 below, the class (5.18) is empty if L(V ) has been chosen
large enough. Then, setting p′ = 1 − (1 − p)2n one proves
that

Ep′ sup
t∈T

∑
i∈X

ti ≤ 2nEp(T ).



(We leave the proof inequality as a teaser for the reader who
really wishes to penetrate this material. A hint can be found
in Lemma 7.4 below.) It then follows from Conjecture 5.7
(used for p′ rather than p) that the class (5.18) is p′-small
if L(V ) = 2Ln where L is the constant of Conjecture 5.7.
Now, since 2np < 1 we have (1−p)2n ≤ exp(−2np) ≤ 1−np
so that p′ ≥ np ≥ V p.

In Proposition 11.2 below we will show that Conjecture
5.7 holds when T consists of a collection of sequences with
disjoint support. However the case where T consists of a
single constant sequence is already of interest, and we give
the argument right away to ensure that the reader does not
miss this important computation (which was already implic-
itly performed in the proof of Lemma 5.1).

Lemma 5.9. There exists a universal constant L1 such
that for each set J ⊂ S the class A = {X ⊂ S; cardX ∩J ≥
L1p cardJ} is p-small.

Proof. Consider the smallest integer k with k ≥ L1p cardJ ,
and

I = {I ⊂ J ; cardI = k}

so that, if m = cardJ , using (5.6)∑
I∈I

pcardI = pk
(
m

k

)
≤
(
Cmp

k

)k
. (5.19)

Thus, if L1 ≥ 2C, then k ≥ 2Cpm and the quantity (5.19)
is ≤ 2k ≤ 1/2. On the other hand,

card(X ∩ J) ≥ L1pm⇒ card(X ∩ J) ≥ k ⇒ ∃I ∈ I, I ⊂ X,

so I witnesses that A is p-small.

6. WEAKLY SMALL CLASSES

One problem when studying p-small classes is that one
really wonders what kind of magic wand should be used to
produce the family I. The purpose of the present section is
to introduce a related notion with which it might be easier
to work. For two subsets I, Y of S, let us write{

ψ(I, Y ) = 1 if I ⊂ Y (i.e. Y ∈ HI),
ψ(I, Y ) = 0 otherwise.

(6.1)

Definition 6.1. We say that a class A ⊂ {0, 1}S is weak-
ly p-small if there exists a probability measure θ on {0, 1}S
such that

A ⊂ {Ψ ≥ 1} (6.2)

where

Ψ(Y ) =
1

2

∫
p−cardIψ(I, Y )dθ(I). (6.3)

Of course, a probability measure on {0, 1}S is simply a
system of weights βI for I ⊂ S, with βI ≥ 0 and

∑
I⊂S βI =

1.
Since

∫
ψ(I, Y )dµp(Y ) = µp(HI) = pcardI Fubini Theo-

rem implies that
∫

Ψ(Y )dµp(Y ) = 1/2. Thus when A is
weakly p-small we have a concrete witness that A is small:
the “somewhat simple” function Ψ is ≥ 1 on A, and of inte-
gral ≤ 1/2. This function is somewhat simple because it is
a convex combination of the simple functions ψ(I, ·).

Proposition 6.2. If a class is p-small, it is weakly p-
small.

Proof. Consider a class A ⊂ {0, 1}S and a family I of
subsets of S that satisfies (5.14) and (5.15). Consider a
probability measure θ on {0, 1}S such that θ({I}) ≥ 2pcardI

for each I ∈ I. Such a probability measure exists by (5.15),
and Ψ(Y ) ≥ 1 for Y ∈ HI as seen from (6.3) by restricting
the integral to I.

Conjecture 6.3. There exist a number L such that ev-
ery weakly p-small class is (p/L)-small.

This seems to be a very nice problem of combinatorics.
It sets aside the main theme of this paper (which is to try
to discover some new structure of general up-classes) and in
that sense it is not related to the main conjectures of the
present work. It focuses on the issue of pulling the rabbit
(i.e. the family I) out of the hat. The reader is invited to
analyze first the cases where θ is uniform over subsets of S
with a given cardinality, or uniform over a class of disjoint
subsets of S with the same cardinality to understand what
seems to be going on.

The case where θ is carried by the sets of cardinality 1
is not difficult to settle, but is not completely trivial. It
follows in particular from Theorem 11.1 below, but a simpler
argument is as follow. Assume without loss of generality
that S = {1, . . . , N} and that the sequence ai = θ({i}) is
non-increasing. For k ≥ 1 define nk = bk/pc. Consider
that class I = ∪k≥1Ik, where Ik consists of the subsets of
{1, . . . , nk} of cardinality k. Then if X ⊂ S is not a subset of
∪I∈IHI , the k-th element mk of X is > nk, and

∑
i∈X ai ≤∑

k ank+1 ≤ p
∑
i ai ≤ p. Consequently if

∑
i∈X ai > p then

X ⊂ ∪I∈IHI , where
∑
I∈I(p/L)cardI ≤ 1/2 if L is a large

enough constant.
We could not yet decide the case where θ is carried by

the sets of cardinality 2, and even the following subcase:
Assume that S is the disjoint union of two subsets S1 and
S2. Consider a probability measure θ∗ on S1 × S2, and the
image θ of θ∗ under the map (i, j) ∈ S1 × S2 7→ {i, j} ⊂ S.
To understand the depth of the problem, the reader might
give a try to the case where S1 and S2 are disjoint unions of q
sets S1,1, . . . , S1,q and S2,1, . . . , S2,q respectively and where
θ is uniform over ∪j≤qS1,j × S2,j .

There exists also some natural situations suggested by the
theory of random graphs (and the paper [2]) that are not
obvious to analyze. Consider for example the case where
S is the set consisting of theN(N − 1)/2 edges of a com-
plete graph with N elements, so that a subset X of S is a
graph, and consider the case where θ is uniform over the
sets of k-cliques. (A k-clique is a complete subgraph on a
subset of k vertices.) It is probable that many such situa-
tions should be analyzed before one forms enough intuition
to decide Conjecture 6.3 one way or the other.

Conjecture 6.4. There exists a number L such that with
the notations of Conjecture 5.7 the class (5.17) is weakly p-
small.

In view of Proposition 6.2 this is weaker than Conjecture
5.7. Should Conjecture 6.3, have a positive answer, Propo-
sition 5.8 shows that these conjectures would be equivalent,
but of course it could happen that Conjecture 5.7 is true but
Conjecture 6.3 is false.



As in Proposition 5.8 one can show that one gets the same
conjecture if one requests that the class (5.17) is, say, 2p-
small.

The definition of weakly small classes is motivated by the
following.

Proposition 6.5. Consider a class A ⊂ {0, 1}S. Then
the following are equivalent.

a) The class A is not weakly p-small.

b) There exists a probability measure ν on A such that

∀I ⊂ S, ν(HI) < 2pcardI . (6.4)

Proof. Let us assume b), so that, recalling the notation
(6.1), we have∫

ψ(I, Y )dν(Y ) = ν(HI) < 2pcardI . (6.5)

Considering a probability measure θ on {0, 1}S , by (6.3),
(6.5) and Fubini Theorem we have∫

Ψ(Y )dν(Y ) < 1,

so that since ν(A) = 1 we have A 6⊂ {Ψ ≥ 1}. Thus A is not
weakly p-small. Therefore b) ⇒ a).

Conversely, let us assume that A is not weakly p-small.
This implies that any convex combination of functions of the
type (1/2)p−cardIψ(I, ·) takes a value < 1 on A. The Hahn-
Banach theorem then shows that A carries a probability
measure ν for which the integral of any of these functions is
< 1, which means that (6.4) holds.

Definition 6.6. We say that a probability measure ν on
{0, 1}S is δ-spread if it satisfies

∀I ⊂ S, ν(HI) ≤ δcardI . (6.6)

In Definition 6.6 we have removed the factor 2 that oc-
curs in (6.4). This factor is inappropriate for tensorization
and is inelegant. The cost of doing this is that one cannot
use Proposition 6.5 to characterize exactly weakly p-small
classes by saying that they do not carry a p-spread measure.
However we have the following, which is almost as nice, since
the loss of a factor 2 is totally irrelevant here.

Proposition 6.7. Consider a class A ⊂ {0, 1}S. Then

a) If the class A is not weakly p-small it carries a 2p-
spread probability measure.

b) If the class A carries a δ-spread probability measure it
is not weakly δ-small.

Proof. We use Proposition 6.5 and we notice that 2pcardI ≤
(2p)cardIwhen cardI > 0.

In that spirit, we will show that Conjecture 6.4 can be
reformulated as follows.

Conjecture 6.8. There exists a number L with the fol-
lowing property. Consider any number 0 < p < 1, any set
S, any class A ⊂ {0, 1}S. Assume that for J ∈ A we are
given a sequence tJ = (tJi )i∈S with tJi ≥ 0 and

∑
i∈J t

J
i ≥ 1.

Then if there exists a p-spread probability measure ν with
ν(A) = 1 we have (with the notation (5.16))

Ep sup
J∈A

∑
i∈X

tJi ≥
1

L
. (6.7)

The point is that we only have supJ∈A Ep
∑
i∈X t

J
i ≥ p, so

that (6.7) is a non-trivial statement.
The reformulation of Conjecture 5.7 as Conjecture 6.8

brings forward its true nature: it would be a new kind of
lower bound on selector processes. In the last section of the
paper we will prove a few results supporting Conjecture 6.8,
in particular Corollary 11.4. This Corollary implies (but this
is in fact already proved in [9]) that in the case of special
interest when cardJ = n is a given integer for all J ∈ A, and
where tJi = 1/n for i ∈ J , then (6.7) holds. In other words,

Ep(A) = Ep sup
J∈A

card(X ∩ J) ≥ n/L. (6.8)

Proof that Conjecture 6.4 implies Conjecture 6.8.
We set T = {tJ ; J ∈ A}, so that for any X ⊂ S we have

sup
J∈A

∑
i∈X

tJi = sup
t∈T

∑
i∈X

ti,

and consequently

Ep(T ) = Ep sup
t∈T

∑
i∈X

ti = Ep sup
J∈A

∑
i∈X

tJi .

We notice that since
∑
i∈J t

J
i ≥ 1 we have

A ⊂
{
X ; sup

J∈A

∑
i∈X

tJi ≥ 1

}
=

{
X ; sup

t∈T

∑
i∈X

ti ≥ 1

}
.

Since A carries a p-spread probability measure, A is not
p-small by Proposition 6.7 b) and if Conjecture 6.4 holds
true the class A cannot be contained in the class (5.17) i.e.
LEp(T ) > 1, which is (6.7).

Proof that Conjecture 6.8 implies Conjecture 6.4.
We may assume that p ≤ 1/2. Consider a set T of sequences
(ti)i∈S with ti ≥ 0 and, defining Ep(T ) as in (5.16), consider
a number V to be determined later and the class

A =

{
J ; sup

t∈T

∑
i∈J

ti ≥ V E2p(T )

}
.

By definition of A

∀J ∈ A , ∃(uJi )i∈S ∈ T ,
∑
i∈J

uJi ≥ V E2p(T ). (6.9)

Consider J ∈ A and define tJ = (tJi )i∈S by tJi = uJi if i ∈ J
and ti = 0 otherwise. Thus for any X ⊂ S we have

sup
T

∑
i∈X

ti ≥
∑
i∈X

uJi ≥
∑
i∈X

tJi

and hence in particular

E2p sup
T

∑
i∈X

ti ≥ E2p sup
J∈A

∑
i∈X

tJi . (6.10)

Assume for contradiction that there exists a 2p-spread prob-
ability measure ν on A. Then, using (6.7) (for 2p rather than
p), (6.9) and homogeneity, we get

E2p sup
J∈A

∑
i∈X

tJi ≥
V E2p(T )

L
,



and combining with (6.10) :

E2p(T ) = E2p sup
T

∑
i∈X

ti ≥
V E2p(T )

L
.

If e.g V = 2L, this is impossible, so that A cannot carry a
(2p)-spread probability measure, and by Proposition 6.7 it
is p-small.

One intrinsic difficulty in this circle of questions is that it
is hard to analyze δ-spread probability measures.

We first study a fundamental example. Let M = cardS,
and consider the probability measure ν on {0, 1}S that gives
mass 1/M to each subset J of S of cardinality 1. Then ν is
δ-spread for δ = 1/M . To see this we note that ν(HI) = 0
unless cardI = 1, and that when cardI = 1 we have ν(HI) =
δ.

On the other hand, ν is supported by the up-class

A = {X; cardX ≥ 1}

and µp(A) = 1−(1−p)M . This is almost 1 for large M so A
is not small for µp; but condition (6.6) is stable by tensoriza-
tion; that is, if ν1 on {0, 1}S1 and ν2 on {0, 1}S2 satisfy this
conditions so does ν1⊗ν2 on {0, 1}S1×{0, 1}S2 = {0, 1}S1∪S2

(here we assume that S1 ∩ S2 = ∅). Thus, tensorization r
times gives a measure ν that satisfies (6.6), but is supported
by an up-class A with µp(A) = (1− (1− p)M )r. For r large,
µp(A) is as small as one wishes while A carries a δ-spread
probability measure so is not weakly δ-small.

This example seem to have been brought to light in [1]
(and I learned it through Noga Alon). Let us give two gen-
eralizations of it. In the first generalization we fix k ≤
M = cardS, and ν gives mass

(
M
k

)−1
to each subset J of

S of cardinality k. Then ν(HI) = 0 if cardI > k while if
cardI = n ≤ k we have

ν(HI) =

(
M−n
k−n

)(
M
k

) =
k(k − 1) · · · (k − n+ 1)

M(M − 1) · · · (M − n+ 1)
≤
(
k

M

)n
.

In the second generalization, ν gives mass 1/N to each
subset of a collection of N disjoint subsets of S of cardinality
k. Then ν is δ-spread for δ = N−1/k.

To construct more complicated examples one can remark
that the class of δ-spread positive measures is closed under
the following two operations. Consider for j = 1, 2 a proba-
bility measure νj that lives on {0, 1}Sj and is δ-spread, where
S1 and S2 are disjoint sets. Then, as already pointed out,
ν1⊗ν2 is δ-spread. Also, if ∆j is the probability measure on
{0, 1}Sj that is concentrated at ∅, and if ν′1 = ν1 ⊗∆2 and
ν′2 = ν2 ⊗∆1, then any probability measure ν ≤ ν′1 + ν′2 is
δ-spread. These claims are very simple to check. Iteration
of these operations yields complicated examples, but we will
show latter that none of these can be of help to disprove the
main conjecture (Conjecture 7.8) of the next section.

Let us give a last example to demonstrate further the kind
of complication that can arise in the structure of δ-spread
measures. We consider three integers M, r and s. Consider
a set S which is the disjoint union of r sets S1, . . . , Sr of
cardinality M , and

A = {I ⊂ S ; ∀j ≤ r, card(I ∩ Sj) = 1}.

Thus cardA = Mr. Let us consider a set S′, disjoint from S,

of cardinality sMr, and a map ϕ : A → {0, 1}S
′

such that

the sets ϕ(I) for I ∈ A are each of cardinality s and form a
partition of S′. Finally let

B = {J ⊂ S ∪ S′ ; J ∩ S ∈ A, J ∩ S′ = ϕ(J ∩ S)}.

Then it is quite straightforward to see that the uniform prob-
ability ν on B is δ-spread for δ = M−r/(r+s).

7. POSITIVITY AND MORE DARING
CONJECTURES

Consider a set T of sequences t = (ti)i∈S and for X ⊂ S
define

ϕ(X) = sup
t∈T

∑
i∈X

ti. (7.1)

When ti ≥ 0 for every t in T , it is then clear that

ϕ(X ∪ Y ) ≤ ϕ(X) + ϕ(Y ). (7.2)

Given an integer q and a class A ⊂ {0, 1}S , let us define

A(q) = {Y ⊂ S; ∀X1, . . . , Xq ∈ A, Y 6⊂X1 ∪ · · · ∪Xq}.

In words A(q) is the class of subsets of S that cannot be
covered by q sets in A. It is an up-class. It follows from
(7.2) that if

A = {ϕ < a}

then

{ϕ ≥ qa} ⊂ A(q).

Now if a = bEpϕ (= b
∫
ϕ(X)dµp(X)) we have µp(A) ≥

1− 1/b.
One should wonder whether Conjecture 5.7 would not fol-

low from the more general fact that A(q) is p-small whenever
µq(A) is not small.

Conjecture 7.1. There exists a number q with the fol-
lowing property. For each 0 < p < 1 and each class A we
have

µp(A) ≥ 1− 1

q
⇒ A(q) is p-small. (7.3)

Let us observe that even when q is very large, it is not
true that µp(A

(q)) is very small. This is shown by the trivial

example A = {∅}, where for each q we have A(q) = Ac.
One has the following weaker version of conjecture 7.1.

Conjecture 7.2. Same as above, but requiring only

µp(A) ≥ 1− 1

q
⇒ A(q) is weakly p-small. (7.4)

Proving or disproving these conjectures qualifies for the prize,
but this is not the case for any of the subsequent riskier con-
jectures.

The most obvious construction to disprove Conjecture 7.2
would be to consider a class B ⊂ {0, 1}S that carries a p-
spread measure and to define

A =
{
I ⊂ S ; ∀J ∈ B, card(I ∩ J) <

1

q
cardJ

}
,

so that B∩A(q) = ∅. But (6.8) implies that this construction
fails to contradict (7.3) because µp(A) is very small.



One might think of Conjecture 7.1 as a discrete version
of Conjecture 2.1. The parallel between these conditions is
more obvious when Conjecture 2.1 is reformulated as Con-
jecture 3.3. (This is of course how we invented Conjecture
7.1.)

As was the case in Section 4 we get the same conjecture
if in the conclusion we require, say, A to be (p/2)-small
(provided we are permitted to change the value of q).

The crucial phenomenon in the present circle of ideas is
that when µp(A) ≥ 1/2, the class A(2) seems to be extremely
small. At least this appears to be the case on all the exam-
ples we know. It is this phenomenon that must be analyzed.

Much of the rest of the paper is devoted to the effort of
trying to find “the proper formulation” of Conjecture 7.2.
This will lead us through a series of more and more daring
conjectures, and it is quite fascinating that none of them
seems easy to disprove. It is equally fascinating that none
of the subsequent ways to look at the problem that we will
explore seems to bring us any closer to a positive solution.

Given a number 0 < α < 1, and a subset J of S let us
define the probability θJ,α by

θJ,α({I}) = αcard(J∩I)(1− α)card(J\I).

Thus θJ,α is a product measure. When i /∈ J the factor of
θJ,α of rank i is concentrated at 0, and when i ∈ J it gives
mass α to 1 and 1−α to 0. An alternate way to look at this
object is to observe that if we define AJ = {I ⊂ J ; I ∈ A},
then θJ,α(A) = µJ,α(AJ), where µJ,α is defined as µp but
for J instead of S and α instead of p.

Conjecture 7.3. There exists a number 0 < α < 1 with
the following property. Consider 0 < p < 1 and an up-class
A ⊂ {0, 1}S. Then the class

{J ⊂ S ; θJ,α(A) > µp(A)}

is weakly αp-small.

We did not check it, but it seems virtually certain as in
Proposition 5.8 that we get the same conjecture if we replace
the condition “weakly αp-small” by the stronger condition
“weakly p-small ”.

Conjecture 7.3 is in the spirit of (1.1). One can think of
the class {J ⊂ S ; θJ,α(A) ≤ µp(A)} as a kind of neighbor-
hood of A, and the meaning of Conjecture 7.3 is that this
neighborhood comprises “most of the points.”

The main idea underlying Conjecture 7.3 is that it could
be easier to prove a statement that does not involve the
(somewhat mysterious) operation (X,Y ) 7→ X ∪ Y . Let us
note that the smaller α, the weaker is Conjecture 7.3.

Our next goal is to prove that Conjecture 7.3 implies Con-
jecture 7.2. We start by some simple observations.

For a class A ⊂ {0, 1}S and an integer q we denote by

A(q) the complement of A(q) i.e.

A(q) = {Y ; ∃X1, . . . , Xq ∈ A, Y ⊂ X1 ∪ · · · ∪Xq}. (7.5)

We observe that this is a down-class. We also observe that
if A∼ is the smallest down-class that contains A, i.e.

A∼ = {X ⊂ S ; ∃Y ∈ A, X ⊂ Y }

then A(q) = A∼(q). Thus, when proving any statement to the
effect that A(q) is not small when one controls µp(A) from
below, we can always assume that A is a down-class.

We note the formula

A
(q2)

(q1)
= A(q1q2). (7.6)

Lemma 7.4. We have

µβ(A(q)) ≥ µα(A)q (7.7)

for β = 1− (1− α)q.

Proof. The map ϕ : (X1, . . . , Xq) 7→ X1 ∪ · · · ∪ Xq sends
µ⊗qα to µβ , so that since A(q) ⊃ ϕ(A× · · · ×A) we have

µβ(A(q)) ≥ µβ(ϕ(A× · · · ×A))

= µ⊗qα (ϕ−1(ϕ(A× · · · ×A)))

≥ µ⊗qα (A× · · · ×A) = µα(A)q.

Lemma 7.5. Given 0 < α < 1 there exists a number q1
with the following property. If a down-class A ⊂ {0, 1}S

satisfies µα(A) ≥ 1− 1/q1, then A(q1) = ∅.

Proof. Consider q large enough so that (1 − α)q < 1/2.

Thus β = 1 − (1 − α)q > 1/2 and µβ(A(q)) ≥ µα(A)q by
(7.7). Consider q2 large enough so that (1 − 1/q2)q ≥ 1/2.

Hence if µα(A) ≥ 1 − 1/q2 we have µβ(A(q)) ≥ 1/2. Using

(7.6) it therefore suffices to show that A(2) = ∅ if A is a
down-class and if µβ(A) > 1/2 for some β ≥ 1/2. (One then

use this for A(q) rather than A and one takes q1 = 2q2.)
But then µ1/2(A) ≥ µβ(A) > 1/2, and if A′ is the image
of A under the transformation that changes a subset X of
S into its complement, then µ1/2(A′) = µ1/2(A) > 1/2, so
that A ∩ A′ 6= ∅. Thus there exists X and X ′ in A with
S = X ∪X ′ and therefore A(2) = ∅.

Proposition 7.6. Under Conjecture 7.3 the following is
true. There exists a number q1 such that for each A ⊂
{0, 1}S we have

µp(A) ≥ 1− 1

q1
⇒ A(q1) is weakly αp−small.

Proof. As previously observed we can assume that A is a
down-class. We consider q1 as in Lemma 7.5. Using this
lemma for J rather than S yields

θJ,α(A) > µp(A)⇒ θJ,α(A) ≥ 1− 1

q1
⇒ J ∈ A(q1)

and consequently

A(q1) ⊂ {J ; θJ,α(A) < µp(A)},

so that A(q1) is weakly αp-small by Conjecture 7.3.

Proof that Conjecture 7.3 implies Conjecture 7.2.
From Lemma 7.5 we can assume p < α/2. Let p′ = p/α <
1/2. Consider q2 large enough that

p′ < 1/2⇒ p′′ := 1− (1− αp′)q2 ≥ p′.

Consider a down-class A ⊂ {0, 1}S . Using first that p′′ ≥ p′
and that A(q2) is a down-class, and then Lemma 7.4 for
αp′ = p instead of α and q2 instead of q we get

µp′(A(q2)) ≥ µp′′(A(q2)) ≥ µp(A)q2 .

Thus, by Proposition 7.6, used for p′ instead of p and A(q2)

instead of A, we have, since αp′ = p,

µp(A) ≥
(

1− 1

q1

)1/q2

⇒ µp′(A(q2)) ≥ 1− 1

q1

⇒ A
(q1)

(q2)
= A(q1q2) is weakly αp−small.



Thus Conjecture 7.2 holds for q large enough that q ≥ q1q2
and 1− 1/q ≥ (1− 1/q2)q2 .

We turn to a more refined version of Conjecture 7.3, that
is “stable by tensorization”.

Definition 7.7. Given two probability measures µ and µ′

on {0, 1}S we say that µ dominates µ′ if for each up-class
A ⊂ {0, 1}S we have

µ(A) ≥ µ′(A).

Given a probability measure ν on {0, 1}S , we define a
probability measure Wα(ν) on {0, 1}S by

Wα(ν)(A) =

∫
θJ,α(A)dν(J). (7.8)

Conjecture 7.8. There exists a number 0 < α < 1 with
the following property. Consider 0 < p < 1 and a αp-spread
probability measure ν on {0, 1}S i.e. such that

ν(HI) ≤ (αp)cardI (7.9)

for each subset I of S. Then the probability measure µp
dominates the probability measure Wα(ν), i.e for each up-
class A it holds that

Wα(ν)(A) =

∫
θJ,α(A)dν(J) ≤ µp(A).

This formulation is motivated by the fact that a statement
of this type might be amenable to a proof by induction on
the number of coordinates. We could not discover a suitable
“induction hypothesis”, but of course we checked that none of
the measures ν constructed at the end of Section 4 disproves
Conjecture 7.8. This follows from Theorem 11.10 below.

Proof that Conjecture 7.8 implies Conjecture 7.3.
We assume that Conjecture 7.8 is true, and we consider an
up-class A ⊂ {0, 1}S . Let us assume that the class

B = {J ⊂ S ; θJ,α/2(A) > µp(A)}

is not weakly (αp/2)-small. By Proposition 6.5 we can find
an αp-spread probability ν with ν(B) = 1. Then for J in B
we have

θJ,α(A) ≥ θJ,α/2(A) > µp(A).

Integrating this inequality in J with respect to ν shows that
Wα(ν)(A) > µp(A). Thus µp does not dominate Wα(ν), a
contradiction that proves Conjecture 7.3 for α/2 rather than
α.

It seems potentially useful to point out a reformulation of
Definition 7.7

Definition 7.9. Given two probability measures µ and µ′

on {0, 1}S we say that µ can be pushed downwards to µ′ if
there exists a probability measure λ on {0, 1}S×{0, 1}S such
that its first marginal is µ, its second marginal is µ′, and λ
is supported by the set

{(X,Y ); X ⊃ Y }.

This is related to the very important idea of “mass trans-
portation”.

Proposition 7.10. The probability measure µ dominates
the probability measure µ′ if and only if the measure µ can
be pushed downwards to the measure µ′.

Proof. We prove only the easy part, the converse uses the
Hahn-Banach theorem and is more delicate. Consider the
probability measure λ as in Definition 7.9 and an up-class
A. Then

µ′(A) = λ({(X,Y ); Y ∈ A})
= λ({(X,Y ); Y ∈ A, X ⊃ Y })
≤ λ({(X,Y ); X ∈ A}) = µ(A)

since Y ∈ A, X ⊃ Y ⇒ X ∈ A.

The point of mentioning this is that the probability mea-
sure λ of Definition 7.7 could be a useful object to consider.

Next we state a kind of “dual” formulation of Conjecture
7.8. The main idea is to now think of the quantity θJ,α(A) as
a function of J . We recall the notation (6.1), and to lighten
notation we write

h(I, J) = (αp)−cardIψ(I, J) (7.10)

if I 6= ∅ and h(∅, J) = 1.

Conjecture 7.11. There exists a number 0 < α < 1
with the following property. For any up-class A there exists
a probability measure η on {0, 1}S such that for any J ⊂ S
we have

θJ,α(A) ≤ µp(A)

∫
h(I, J)dη(I). (7.11)

The present statement is related to Conjecture 6.4, and
in some sense we have come a full circle since this no longer
uses the idea of δ-spread measures.

Proof that Conjecture 7.11 implies Conjecture 7.8.
If a probability measure µ is αp-spread, i.e. satisfies (7.9),
then, using (7.8) in the first line and (7.11) in the second we
have, for any up-class A

Wα(ν)(A) =

∫
θJ,α(A)dν(J)

≤ µp(A)

∫ (∫
h(I, J)dη(I)

)
dν(J)

= µp(A)

∫ (∫
h(I, J)dν(J)

)
dη(I)

≤ µp(A)

since
∫
h(I, J)dν(J) ≤ 1 by (7.9) and η is a probability.

Thus µp dominates Wα(ν), and this completes the proof.

Proof that Conjecture 7.8 implies Conjecture 7.11.
Consider an up-class A, so that by Conjecture 7.8, for each
αp-spread probability measure ν on {0, 1}S ,∫

θα,J(A)dν(J) = Wα(ν)(A) ≤ µp(A).

Let us assume for contradiction that we cannot find a prob-
ability η as in (7.11). Consider the class C of functions g
on {0, 1}S for which there exists a probability measure η on
{0, 1}S such that

∀J ⊂ S, g(J) ≤ µp(A)

∫
h(I, J)dη(I).

Then C is a convex set, and since we assume that we cannot
find η as in (7.11) we have J 7→ θα,J(A) /∈ C. In fact, we can
even find ε > 0 such that C ∩ Bε = ∅, where

Bε = {f ; ∀J ⊂ S , |θα,J(A)− f(J)| ≤ ε}.



This follows from an obvious compactness argument. The
Hahn-Banach theorem implies that there exists a linear func-
tional ν on the space of functions on {0, 1}S separating the
convex sets C and Bε, in the sense that

sup
g∈C

ν(g) := β < inf
g∈Bε

ν(g). (7.12)

Since g ∈ C and g′ ≤ g imply g′ ∈ C, it follows that ν is
positive, so it is a positive measure. Since C contains the
constant function g given by g(J) = µp(A) for all J ⊂ S
(as is seen by taking η({∅}) = 1) we have β > 0, so we can
as well by homogeneity assume that in (7.12) we have β =
µp(A). Since for each I ⊂ S the function g(·) = µp(A)h(I, ·)
is in C, it follows from (7.12) that

∀I ⊂ S, ν(h(I, ·)) ≤ 1

i.e.

∀I ⊂ S, ν(HI) ≤ (αp)cardI . (7.13)

In particular if we take I = ∅ we see that ν has a mass at
most one. Adding the appropriate mass at ∅ we turn ν into
a probability measure without changing ν(HI) for I 6= ∅, so
(7.13) means that ν is (αp)-spread. Also by (7.12) we have
β = µp(A) < infg∈Bε ν(g), and using this for the function
g : J 7→ θα,J(A) yields, using (7.9) again

β = µp(A) < ν(g) =

∫
θα,J(A)dν(J) = Wα(ν)(A).

It follows that µp does not dominate Wα(ν), a contradiction
that finishes the proof.

When studying Conjecture 7.11 we face the same prob-
lem as in Conjecture 6.4. What is the magic method that
will produce the probability measure η? Of course one can-
not help feeling that Conjecture 7.11 is too strong to be
possibly true. Yet, inspection of simple cases shows that
possibly something deep is going on. We will explain how
to construct the probability η in the case where A = {X ⊂
S; X 6= ∅}. This amounts to find coefficients βI ≥ 0 such
that (setting N = cardS and recalling the notation (7.10)),
the following holds true:∑

I⊂S

βI ≤ µp(A) = 1− (1− p)N (7.14)

and

∀X ⊂ S, W ∗α(A)(X) = 1− (1− α)cardX ≤
∑
I⊂X

βIh(I,X).

(7.15)
Although the construction is a posteriori simple, it is con-

nected with deeper ideas that will be explained in Section 9.
Assuming without loss of generality that α is small enough
that 1−α ≥ exp(−2α), and using the fact that by concavity
for all y and all s we have

1−e−y ≤ 1−e−s+e−s(y−s) = 1−(1+s)e−s+e−sy, (7.16)

we see that for every s

W ∗α(A)(X) = 1− (1− α)cardX ≤ 1− exp(−2αcardX)

≤ 1− (1 + s)e−s + 2αe−scardX.

Since cardX = αp
∑
i∈S h({i}, X) we see that (7.15) holds

for β∅ = 1−(1+s)e−s, β{i} = 2α2pe−s for i ∈ S and βI = ∅

if cardI ≥ 2. Thus∑
I⊂S

βI = 1− (1 + s)e−s + 2α2pNe−s,

and the optimal choice s = 2α2N gives∑
I⊂S

βI ≤ 1− exp(−2α2pN) ≤ 1− (1− p)N

if α ≤ 1/2.

8. THE KAHN-KALAI CONJECTURE

Conjecture 8.1. [2] There exists a universal constant
L such that for all 0 < p < 1, if A ⊂ {0, 1}S is an up-
class that satisfies µp(A) ≤ 1/2, then A is p′-small for p′ =
p/(L log cardS).

Given the class A, the quantity of interest is the “thresh-
old” p = pA defined by µp(A) = 1/2. A positive solution
to Conjecture 8.1 would mean that to compute pA (within
a logarithmic factor) there is no other way than to compute
p∗A = sup{p ; A is p-small}. This is very much in the spirit
of (3.1) and Conjecture 5.7.

Conjecture 8.1 is discussed at length in [2]. Of course we
have the following weaker version:

Conjecture 8.2. As above, requiring only A to be weakly
p′-small.

Although this is difficult to explain, we feel that these con-
jectures are closely related to those of the previous sections,
mainly in the sense that probably it requires a really new
idea about up-classes to disprove them. Here are related
questions .

Conjecture 8.3. There exists a universal constant L
with the following property. Consider a class B ⊂ {0, 1}S
and assume that for some integer m we have cardI = m
whenever I ∈ B. Assume that B carries a δ-spread measure
ν and let A = {J ⊂ S,∃I ∈ B, I ⊂ J}. Then if p ≥
Lδ log(m+ 1) we have µp(A) ≥ 1/2.

A more precise version of Conjecture 8.3 is as follows.

Conjecture 8.4. There exists a universal constant L
with the following property. Consider a class B ⊂ {0, 1}S
and assume that for some integer m we have cardI = m
whenever I ∈ B. Assume that B carries a δ-spread measure
ν. Then for p ≥ δ we have

Ep(B) = Ep sup
I∈B

card(X ∩ I) ≥ m(1− L exp(−p/Lδ)) .

To see that this is stronger than (8.3) one simply observe
that if A is as in the statement of that conjecture, then
µp(A) ≥ 1/2 whenever E(B) ≥ m− 1/2.

We formulate next a common generalization to both Con-
jecture 8.2 and the conjectures of the previous sections. We
recall the notation (7.8).

Conjecture 8.5. There exists a universal constant L
with the following property. Consider 0 < p < 1/2 and
δ > 0. Then if ν is a δ-spread measure on {0, 1}S, and if

α ≤ 1− (1− p)
1
Lδ (8.1)

then µp dominates Wα(ν).



This conjecture is “dimension-independent”, in the sense
that the cardinality of S is irrelevant. The case δ = p recov-
ers Conjecture 7.8.

Proof that Conjecture 8.5 implies Conjecture 8.2.
Consider an up-class A and a δ-spread probability ν with
ν(A) = 1. Then under (8.1) µp dominates Wα(ν), so that
in particular Wα(ν)(A) ≤ µp(A). Therefore by (7.8) (and
since ν(A) = 1) we can find J ∈ A with θJ,α(A) ≤ µp(A).
Since A is an up-class, for J in A we have A ⊃ {X ; X ⊃ J}.
Thus we have, letting M = cardS,

θJ,α(A) ≥ θJ,α({X;X ⊃ J}) = αcardJ ≥ αM

and therefore

µp(A) ≥ αM . (8.2)

Since 1− p ≤ exp(−p) if we set δ = p/2L logM (where L
is the constant of (8.1)) it holds that

(1− p)1/Lδ ≤ exp(−2 logM) ≤ 1

M2
.

Therefore (8.1) is satisfied for α = 1 − 1/M2, so that (8.2)
yields

µp(A) ≥
(

1− 1

M2

)M
≥ 1

2

for M ≥ 3. Thus for M ≥ 3, if µp(A) < 1/2, we cannot find
ν as above and A must be weakly δ-small.

In Conjecture 8.5 the value of α can be very close to 1
(as in the previous proof) so this conjecture could be much
riskier than the previous ones. It is of interest to test it
on the case where, if M = cardS, ν gives mass 1/M to
each set I ⊂ S with cardI = 1, so that ν is (1/M)-spread,

and (8.1) allows values of α as large as 1 − (1 − p)M/L.
To check that µp dominates Wα(ν) one shows with a little
work that the critical case is that of the class A = {I ⊂
S ; I 6= ∅}. It satisfies µp(A) = 1 − (1 − p)M and indeed
µp(A) ≥Wα(ν)(A) = α if L ≥ 1.

9. MULTIPLICATIVE VERSION

Conjecture 9.1. There exists a number α > 0 with the
following property. For each number 0 < p < 1/2, each αp-
spread measure ν and each up-class A we have (assuming
A 6= {0, 1}S)

−
∫

log(1− θX(A))dν(X) ≤ log(1− µp(A)). (9.1)

Here θX(A) = θX,α(A) is as in Conjecture 7.3. The value of
α is kept implicit to lighten notation. As we will soon see,
this conjecture is stronger than Conjecture 7.8. One can
similarly formulate a conjecture stronger than Conjecture
8.5 by asking that (9.1) holds under (8.1).

Passing to complements, (9.1) means that for any down-
class A one should have

µp(A) ≤
∏
X

θX(A)ν({X}), (9.2)

a “multiplicative” inequality.

Let us start with an example. Consider a subset I ⊂
S, and let n = cardI. Let A = {X ⊂ S; I 6⊂ X} so
µp(A) = 1 − pn. It is clear that θX(A) = 1 if I 6⊂ X, and
θX(A) = 1− αn if I ⊂ X. Thus (9.2) holds for this class A
provided

1− pn ≤ (1− αn)ν({X;X⊃I}) = (1− αn)ν(HI ).

This essentially requires that ν(HI) ≤ (p/α)n = (p/α)cardI .
The meaning of Conjecture 9.1 is that this obviously neces-
sary requirement is basically the only requirement for (9.2)
to hold for general classes.

Throughout the rest of this section we denote by D(S)
the class of measures ν on {0, 1}S that satisfy (9.2) for every
down-class A ⊂ {0, 1}S . (The dependence on α and p is kept
implicit). We will show that the class D(S) enjoy remarkable
stability properties, which seems to indicate that (9.1) is the
“correct” conjecture.

Theorem 9.2. a) If cardS = 1 and ν({1}) ≤ p, then
ν ∈ D(S) (provided 1− α ≥ 1/e.)

b) More generally, if α is small enough and if ν(∅) ≥
1− pcardS, then ν ∈ D(S).

c) If S is the disjoint union S = S1 ∪ S2, and if ν1 ∈
D(S1), ν2 ∈ D(S2) then ν1 ⊗ ν2 ∈ D(S).

d) More generally, assume that S is a disjoint union S =
S1 ∪ S2, consider ν1 ∈ D(S1) and for X ∈ S1 consider
νX ∈ D(S2). Consider the measure ν on {0, 1}S1×S2

given by

ν(A) =

∫
νX({Y ; (X,Y ) ∈ A})dν1(X)

where X ⊂ S1, Y ⊂ S2. Then ν ∈ D(S).

e) Assume that S is a disjoint union S = S1 ∪ S2, and
denote by ∆j the probability on {0, 1}Sj that is con-
centrated at ∅. Consider ν1 ∈ D(S1) and ν2 ∈ D(S2).
Then any probability ν that satisfies ν ≤ ν1 ⊗ ∆2 +
∆1 ⊗ ν2 belongs to D(S).

In Theorem 11.11 in the last section of the present paper,
we will prove a more specialized result: If k/N ≤ p, the
uniform probability ν on the sets I ⊂ S with cardI = k
belongs to D(S).

A consequence of Theorem 9.2 is that, if there exists a
αp-spread probability measure that does not satisfy (9.2), it
cannot be constructed from simpler pieces using any of the
operations of Theorem 9.2.

Corollary 9.3. Conjecture 9.1 implies Conjecture 7.8.

Proof. First, we observe that by the inequality x ≤
− log(1− x), under (9.1) we have∫

θX(A)dν(X) ≤ log(1− µp(A)). (9.3)

Next, Theorem 9.2 implies that if ν satisfies (7.2), so do its

powers ν⊗n (when we identify ({0, 1}S)n with {0, 1}S
′

where
cardS′ = ncardS) so that, using (9.3) for ν⊗n and An,(∫

θX(A)dν(X)

)n
≤ log(1− µp(A)n)



for all n, and thus∫
θX(A)dν(X) ≤ µp(A)

whenever A is an up-class.

Proof of Theorem 9.2. We find it convenient to use the
formulation (9.2).
To prove a), we note that when cardS = 1, the only non-
trivial case to consider is A = {∅}, in which case (9.2) re-
duces to

1− p ≤ (1− α)ν({1}),

which holds for α ≤ 1− 1/e and ν({1}) = p.
To prove b) we observe that θX(A) decreases as X increases,
so that it suffices to prove that µp(A) ≤ θS(A)a for a =
pcardS . Given µp(A), what is the smallest possible value of
θS(A)? The density of θS with respect to µp at I depends
only on cardI, and increases with cardI. It should then be
clear that if Ak = {I ⊂ S; cardI ≤ k} then

µp(A) ≥ µp(Ak)⇒ θS(A) ≥ θS(Ak)

and the whole matter is reduced to a struggle with the tails
of the Binomial law, which is left to the interested reader.
To prove c), we consider a down-class A ⊂ {0, 1}S1∪S2 . For
I ⊂ S1 we write

AI = {J ⊂ S2; I ∪ J ∈ A} (9.4)

and for J ⊂ S2 we write

AJ = {I ⊂ S1; I ∪ J ∈ A}. (9.5)

Since ν1 ∈ D(S1), for each J ⊂ S2 we have, lightening nota-
tion by writing ν1,X rather than ν1({X}),

η1(AJ) ≤
∏
X⊂S1

θX(AJ)ν1,X ,

where η1 denotes the projection of µp on {0, 1}S1 . Using
Fubini’s theorem and Hölder’s inequality we get

µp(A) =

∫
η1(AJ)dη2(J) ≤

∫ ∏
X⊂S1

θX(AJ)ν1,Xdη2(J)

≤
∏
X⊂S1

(∫
θX(AJ)dη2(J)

)ν1,X
, (9.6)

where of course η2 is the projection of µp on {0, 1}S2 .
Using Fubini’s theorem again yields∫
θX(AJ)dη2(J) = θX ⊗ η2(A) =

∫
η2(AI)dθX(I). (9.7)

Since ν2 ∈ D(S2), writing ν2,X rather than ν2({X}) we get

η2(AI) ≤
∏
Y⊂S2

θY (AI)
ν2,Y (9.8)

so that, using Hölder’s inequality again,∫
η2(AI)dθX(I) ≤

∏
Y⊂S2

(∫
θY (AI)dθX(I)

)ν2,Y
(9.9)

=
∏
Y⊂S2

θX∪Y (A)ν2,Y

and combining (9.6) to (9.9) finally yields,

µp(A) ≤
∏

X⊂S1,Y⊂S2

θX∪Y (A)ν1,Xν2,Y , (9.10)

the required inequality.
To prove d), we simply replace (9.8) by

η2(AI) ≤
∏
Y⊂S2

θY (AI)
νX,Y

(where νX,Y = νX({Y })). We proceed as above, and instead
of (9.10) we get

µp(A) ≤
∏

X⊂S1,Y⊂S2

θX∪Y (A)ν1,XνX,Y ,

the required inequality.
To prove e), consider a down-class A ⊂ {0, 1}S and its pro-
jections A1 and A2 on {0, 1}S1 and {0, 1}S2 respectively.
Then we have, keeping the notation ν1,X and ν2,Y ,

µp(A) ≤ η1(A1)η2(A2)

≤
∏
X⊂S1

θX(A1)ν1,X
∏
Y⊂S2

θY (A2)ν2,Y

=
∏
X⊂S1

θX(A)ν1,X
∏
Y⊂S2

θY (A)ν2,Y ,

where η1 and η2 are as before. This latter quantity is at
most

∏
Z⊂S θZ(A)ν({Z}). This is because when ν({Z}) 6= 0

we have either Z ⊂ S1 and ν({Z}) ≤ ν1({Z}) = ν1,Z or else
Z ⊂ S2 and ν({Z}) ≤ ν2({Z}) = ν2,Z .

Theorem 9.2 allows one to control measures ν that are
built in a certain way out of two simpler pieces. It must
be pointed out that one can simply construct measures ν
that are in no natural way “made from simpler pieces”. For
example consider a group G of permutations of S and the
image ν of its Haar measure under the action of G on a given
subset of S. But how do we analyze this situation, and in
which direction should one look??

10. BLOCKS

Suppose we want to disprove Conjecture 9.1. Then we
have to construct both the αp-spread probability measure ν
and the up-class A that witness the failure of (9.2).

As we have shown in Theorem 9.2 it is not possible to con-
struct ν by simply combining the basic examples we know.
In this section we prove a “dual result”: the construction of
the class A itself must be fairly complicated.

A natural approach to construct complicated up-classes is
by recursively combining simpler classes. Probably the sim-
plest such method is to consider two up-classes “on disjoint
blocks” and then to take either their intersection or their re-
union. In particular, our previous example A = {X; ∀i ≤
m, X ∩ Si 6= ∅} where (Si)i≤m are disjoint subsets of S is
of this type.

The main result of this section is that if we start with the
classes A = {S} and iterate these operations as many times
as we wish the resulting class satisfies (a lot more than)
Conjecture 9.1.

If we want to control a class of sets with stability prop-
erties as above, it soon turns out that it does not suffice to
control these sets through their measure µp, but that one



must also control them for all product measures. A more
subtle fact (that seems to be deeply related with the “multi-
plicative form” of Conjecture 9.1) is that it is very fruitful to
perform an appropriate change of scale. Given t = (ti)i∈S
we denote by ζt the product measure on {0, 1}S such that
on the i-th factor the weight of 1 is 1− e−ti (and the weight
of zero is e−ti). For a subset I of S we define tI =

∏
i∈I ti.

We say that a function P(t) is a polynomial if

P(t) =
∑
I⊂S

βItI

where βI ≥ 0, β∅ = 0. In particular a polynomial is a
non-decreasing function of each of its variables.

Definition 10.1. Given γ > 0, we say that a up-class
A ⊂ {0, 1}S belongs to Cγ if the following occurs. Given any
q ∈ (R+)S, there exists a polynomial P (depending on q)
with the following properties:

∀t, − log(1− ζt(A)) ≤ P(t) (10.1)

P(γq) ≤ −γ log(1− ζq(A)). (10.2)

The notation keeps the set S implicit. Since we have as-
sumed that a polynomial does not have a constant term, we
have P(γt) ≤ γP(t) for γ ≤ 1; this makes it obvious that
the collection Cγ increases as γ decreases.

Here is a first example.

Proposition 10.2. The set A = {X ⊂ S ; X 6= ∅}
belongs to class C1.

Proof. We have ζt(A) = 1−
∏
i∈S e

−ti , so

− log(1− ζt(A)) =
∑
i∈S

ti

and we see that P(t) =
∑
i∈S ti works independently of

q.

We will prove that if γ is small enough, the collection Cγ
has some nice stability properties, and we will prove that a
class in Cγ satisfy a lot more than Conjecture 9.1. We hope
that there exists γ > 0 such that any up-class A belongs to
Cγ , but since this might really be asking for too much, we
will state this as a problem rather than a conjecture.

Problem 10.3. Is it true that there is a universal con-
stant γ such that each up-class belongs to Cγ?

A positive solution would have sweeping consequences, since
in particular it would prove Conjecture 8.5, as we show now.

Theorem 10.4. If an up-class A belongs to Cγ , and if

α ≤ 1− (1− p)γ/δ, (10.3)

then for each δ-spread measure ν on {0, 1}S we have

−
∫

log(1− θX,α(A))dν(X) ≤ −γ log(1− µp(A)) (10.4)

and ∫
θX,α(A)dν(X) ≤ µp(A). (10.5)

If (10.5) holds for each up-class A then µp dominates
Wα(ν), and this shows that a positive solution of Problem
10.3 implies Conjecture 8.5.

Proof. Consider q with p = 1 − e−q, and q = (qi)i∈S
with qi = q for each i ∈ S. By hypothesis we can find a
polynomial P with

∀t, − log(1− ζt(A)) ≤ P(t) (10.6)

P(γq) ≤ −γ log(1− ζq(A)) = −γ log(1− µp(A)). (10.7)

Consider the number t such that 1 − e−t = α. Consider
X ⊂ S, and the sequence t = (ti)i∈S given by ti = 0 if
i 6∈ X and ti = t if i ∈ X. Then

ζt(A) = θX,α(A). (10.8)

Writing P(t) =
∑
I⊂S βItI , we see from (10.6) and (10.8)

that

− log(1− θX,α(A)) ≤
∑
I⊂X

βIt
cardI , (10.9)

so that for any probability measure ν we have

−
∫

log(1− θX,α(A))dν(X) ≤
∑
I

βIt
cardIν({X; X ⊃ I})

and if ν is δ-spread, when tδ ≤ γq we get

−
∫

log(1− θX,α(A))dν(X) ≤
∑
I

βI(tδ)
cardI ≤ P(γq).

(10.10)
Combining with (10.6) shows that the condition tδ ≤ γq

implies (10.4). But tδ ≤ γq means exactly α ≤ 1−(1−p)γ/δ.
It remains only to prove (10.5). For this, using (10.6) we

write that by (7.16) for any s we have

ζt(A) ≤ 1− e−P(t) ≤ 1− (1 + s)e−s + e−sP(t),

so that using (10.8), as in (10.10) we obtain∫
θX,α(A)dν(X) ≤ 1− (1 + s)e−s + e−sP(γq).

We then chose s = P(γq) and we use (10.7) to see that
(since γ ≤ 1)

1− exp(−P(γq)) ≤ 1− (1− µp(A))γ ≤ µp(A).

Now we describe the fundamental stability property of the
class Cγ . Consider a partition S =

⋃
i≤n Si of S. Given up-

classes Ai ⊂ {0, 1}Si for i ≤ n and an up-class A ⊂ {0, 1}n
we define the up-class

A[A1, . . . , An] = {X ⊂ S; {i ≤ n; X ∩ Si ∈ Ai} ∈ A}.

Proposition 10.5. If all the classes A,A1, . . . , An belong
to Cγ so does A[A1, . . . , An].

Proof. For i ≤ n and ti ∈ (R+)Si , let

Fi(ti) = − log(1− ζti(Ai)).

Consider q ∈ (R+)S , and let qi be its projection on (R+)Si .
Since Ai ∈ Cγ we can find a polynomial Pi with

∀ti ∈ (R+)S , Fi(ti) ≤ Pi(ti) (10.11)

Pi(γqi) ≤ γFi(qi). (10.12)



For u ∈ (R+)n, let us consider

F0(u) = − log(1− ζu(A)).

Let ri = Fi(qi) and r = (ri)i≤n. Since A ∈ Cγ , there exists
a polynomial P0 such that

∀u ∈ (R+)n, F0(u) ≤ P0(u) (10.13)

P0(γr) ≤ γF0(r). (10.14)

The magic formula is that for t ∈ R+S ,

F (t) := − log(1− ζt(A[A1, . . . , An])) = F0(u) (10.15)

where for i ≤ n, ui = Fi(ti), u = (ui)i≤n and when ti is the
projection of t on (R+)Si . This is a consequence of the fact
that the image measure of ζt under the map

X 7→ (1A1(X ∩ S1), . . . ,1An(X ∩ Sn))

is the measure ζu, so that ζu(A) = ζt(A[A1, . . . , An]).
Let us define

P(t) = P0(v)

where v = (vi), vi = Pi(ti). This is a polynomial. Combin-
ing (10.15) with (10.11) and (10.13) we get

∀t , F (t) = F0(F1(t1), . . . , Fn(tn))

≤ P0(P1(t1), . . . ,Pn(tn)) = P(t).

Combining (10.12), (10.14) and (10.15) we obtain

P(γq) = P0(P1(γq1), . . . ,Pn(γqn))

≤ P0(γF1(q1), . . . , γFn(qn))

= P0(γr1, . . . , γrn)

≤ γF0(r1, . . . , rn)

= γF0(F1(q1), . . . , Fn(qn)) = γF (q).

The true difficulty is to prove that any class at all other
than the classes of Proposition 10.2 belongs to Cγ .

Theorem 10.6. There exists γ > 0 such that for each S
the class A = {S} belongs to the class Cγ .

Combining Propositions 10.2 et 10.5 with Theorem 10.6
we see that starting with the classes of Theorem 10.6, and
iterating the operations “union on disjoint blocks” and “in-
tersection on disjoint blocks” we can create only classes in
Cγ .

We define the function

F (u, v) = − log(e−u + e−v − e−u−v)

for u, v ≥ 0.
To prove Theorem 10.6 it suffices using Proposition 10.5 to

consider the case where cardS = 2, in which case Theorem
10.6 is equivalent to the following.

Theorem 10.7. There exists a number γ > 0 with the
following property. Given u0, v0 ≥ 0, we can find a, b, c ≥ 0
such that

∀u, v , F (u, v) ≤ au+ bv + cuv (10.16)

au0 + bv0 + γcu0v0 ≤ F (u0, v0). (10.17)

It would be nice to know what is the best (= largest)
value of γ for which Theorem 10.6 holds, and in particular
whether it holds for γ = 1. Our present argument does not
allow this.

In order to prove Theorem 10.6 we have to gain some
understanding of which triples a, b, c satisfy (10.16). Fixing
v, we observe that

∂

∂u
F (u, v) =

e−u(1− e−v)

e−u + e−v − e−u−v ≤ 1− e−v.

Thus, since F (0, v) = 0, if 1−e−v ≤ a+cv, then (10.16) holds
for each u, and we need only be concerned with the case
a+cv ≤ 1−e−v. Assuming that this occurs for certain values
of v, these form an interval [v1, v2]. Consider v1 ≤ v ≤ v2.
Setting w = a+cv, in order for (10.16) to hold we need that

max
u

(F (u, v)− uw) ≤ bv. (10.18)

The maximum in the right-hand side is obtained for
∂F/∂u(u, v) = w, i.e.

e−u =
we−v

(1− w)(1− e−v)
, (10.19)

and after a few lines of algebra this maximum is found to be

max
u

(F (u, v)− uw) = f(v) := (1− w) log(1− w)

+v(1− w) + w logw − w log(1− e−v).
(10.20)

This function is defined on the interval [v1, v2]. If v = vj for
j = 1 or j = 2 one has w = 1−e−vj so one sees from (10.20)
that f(v1) = f(v2) = 0. Also, from (10.20) we get (recalling
that w = a+ cv)

f ′(v) = 1− w

1− e−v

+ c(logw − log(1− w)− v − log(1− e−v))

= 1− w

1− e−v + c

(
log

we−v

(1− w)(1− e−v)

)
.

The last term is ≤ 0 by (10.19), so that

f ′(v) ≤ 1− w = 1− (a+ cv). (10.21)

Lemma 10.8. If

(1− a− b)2 ≤ c(1− a)v1 (10.22)

then (10.16) holds.

Proof. We have to prove (10.18) i.e. that f(v) ≤ bv for
v1 ≤ v ≤ v2. We have f(v1) = 0, and (10.21) yields f ′(v) ≤
b if 1− (a+ cv) ≤ b, i.e. v ≥ (1− b− a)/c. Thus it suffices
to show that f(v) ≤ bv for v ≤ (1 − b − a)/c. But since
f(v1) = 0 and since f ′(v) ≤ 1− a by (10.21) we have

f(v) ≤ (1− a)(v − v1).

Now

(1− a)(v − v1) ≤ bv

since this inequality is equivalent to (1− a− b)v ≤ (1− a)v1
and using (10.22) and since v ≤ (1− b− a)/c.

Proof of Theorem 8.7. Without loss of generality we
assume that v0 ≥ u0, and we set t = v0 − u0. Since log(1 +



x) ≤ x we have

F (u0, v0) = − log(e−u0 + e−u0−t − e−2u0−t)

= u0 − log(1 + e−t(1− e−u0))

≥ u0 − e−t(1− e−u0).

Instead of (10.17) we will achieve the better inequality

au0 + bv0 + γcu0v0 ≤ u0 − e−t(1− e−u0). (10.23)

The proof totally lacks of glory. We produce the values of
a, b, c by pure fiat depending on the values of u0 and t, and
we check in each case that (10.22) and (10.23) hold.

Case 1: t ≥ u0. If b = 0, c = e−s, a = 1− (1 + s)e−s for a

certain number s, then (10.16) is automatic by (7.16), and

au0 + bv0 + γcu0v0 = (1− (1 + s)e−s)u0 + γe−su0v0

is minimum for s = γv0, and this minimum has value u0(1−
e−γv0). And if γ ≤ 1/2 we have

u0(1− e−γv0) ≤ u0 − e−t(1− e−u0)

because 1 − e−u0 ≤ u0 and t = v0 − u0 ≥ v0/2 ≥ γv0 since
2u0 ≤ u0 + t = v0. Thus (10.23) holds in this case.

Case 2: t ≤ u0 ≤ 4. In that case, u0 ≤ 4 and v0 ≤ 2u0. For

a certain number L we have e−u0 ≥ 1− u0 + u2
0/L and

u0−e−t(1−e−u0) ≥ u0−e−t(u0−
u2
0

L
) ≥ e−4u2

0

L
≥ e−4u0v0

2L
.

Thus (assuming γ ≤ e−4/2L) we simply take a = b = 0,
c = 1 to obtain (10.23) and we note that 1−e−v ≤ a+cv = v,
so that (10.16) holds automatically.

Case 3: t ≤ u0, u0 ≥ 4. We chose

c =
1

2γ

e−t

u0v0
; b =

e−t

4 max(1, t)
; a+ b = 1− 2e−t

u0
.

We then have

au0 + bv0 = (a+ b)u0 + tb ≤ u0 − 2e−t +
e−t

4
,

and consequently

au0 + bv0 + γcu0v0 ≤ u0 − e−t,

so it is obvious that (10.23) holds. To prove (10.16), we
check that if γ is small enough then (10.22) holds, and since
1− a ≥ b it suffices to show that (1− a− b)2 ≤ bcv1, i.e.

4e−2t

u2
0

≤ e−2t

8γu0v0 max(1, t)
v1. (10.24)

Since v1 satisfies a+ cv1 = 1− e−v1 , we have

e−v1 ≤ 1− a = b+
2e−t

u0
≤ 3

4
e−t

since u0 ≥ 4, and therefore v1 ≥ max(1, t)/L1. Since v0 =
u0 + t ≤ 2u0, this implies (10.24) when γ = 1/(64L1).

Problem 10.9. Does there exist γ > 0 such that all the
classes

A = {X ⊂ S; cardX ≥ k}

belong to Cγ?

11. MISCELLANEOUS PROOFS

To lighten notations, we write µ rather that µp.

Theorem 11.1. There exists a universal constant L0 with
the following property. Consider any set S, any numbers
ti ≥ 0, i ∈ S, and any 0 < p < 1/2. Then for u ≥ L0

we can find a family I of subsets of S with the following
properties:∑

i∈X

ti ≥ L0up
∑
i∈S

ti ⇒ ∃I ∈ I, I ⊂ X (11.1)

∑
I∈I

pcardI ≤ 4µp

({
X;

∑
i∈X

ti ≥ pu
∑
i∈S

ti

})
. (11.2)

In particular, taking u = max(8, L0) this proves Conjec-
ture 5.7 in the case where T is reduced to a single point,
but in fact it does a little bit more, and yields the following
(very weak) support of Conjecture 5.7.

Proposition 11.2. Conjecture 5.7 holds when T consists
of elements with disjoint support.

Proof. Let us enumerate the elements of T as t1, . . . , tk,
let U = Ep supt∈T

∑
i∈X ti and let

Ak =

{
X;

∑
i∈X

tki ≥ L0U

}
.

Thus

µ

( ⋃
k≤k0

Ak

)
≤ µ

(
sup
t∈T

∑
i∈X

ti ≥ L0U

)
≤ 1

L0
.

Since the classes Ak are independent for µp (because the
sequences tk have disjoint supports) we have

µ

( ⋃
k≤k0

Ak

)
= 1−

∏
k≤k0

(1− µ(Ak))

so that ∏
k≤k0

(1− µ(Ak)) ≥ 1− 1

L0
.

Assuming without loss of generality that L0 is large enough,
we get ∑

k≤k0

− log(1− µ(Ak)) ≤ − log

(
1− 1

L0

)
≤ 1

8

and since x ≤ − log(1− x) we have∑
k≤k0

µ(Ak) ≤ 1

8
.

Now, for each k, we have U ≥ Uk := p
∑
i∈S t

k
i . We use

Theorem 11.1 with u = L0U/Uk ≥ L0 to see that if

Bk =

{
X;

∑
i∈X

tki ≥ L2
0U

}
,

then we can find a family Ik of subsets of S with Bk ⊂⋃
I∈Ik

HI and
∑
I∈Ik

pcardI ≤ 4µ(Ak). The family I =⋃
k Ik satisfies{

X; sup
t∈T

∑
i∈X

ti ≥ L2
0U

}
=
⋃
k

Bk ⊂
⋃
I∈I

HI



and
∑
I∈I p

cardI ≤ 1/2.

Proof of Theorem 11.1. We set

U = p
∑
i∈S

ti (11.3)

and given u ≥ 2 we consider

B =

{
X;

∑
i∈X

ti ≥ uU

}
(11.4)

so that

µ(B) ≤ 1

u
. (11.5)

We consider a number w ≥ u to be specified later and

A =

{
X;

∑
i∈X

ti ≥ 8wU

}
. (11.6)

Consider

S0 = {i ∈ S; ti ≥ uU},

and the family I0 consisting of the sets I ⊂ S0 with cardI =
1. Thus

X ∩ S0 6= ∅⇒ ∃I ∈ I0, I ⊂ X (11.7)∑
I∈I0

pcardI = p cardI0 = p cardS0. (11.8)

We have

X ∩ S0 6= ∅⇒

{∑
i∈X

ti ≥ uU

}
⇒ X ∈ B

so, if M0 = cardS0,

1− (1− p)M0 ≤ µ(B) ≤ 1

u

and

e−pM0 ≥ (1− p)M0 ≥ 1− µ(B),

so that, since u ≥ 2 and therefore µ(B) ≤ 1/2,

pM0 ≤ − log(1− µ(B)) ≤ 2µ(B)

and (11.8) implies ∑
I∈I0

pcardI ≤ 2µ(B). (11.9)

Consider

A′ =

{
X; X ∩ S0 = ∅,

∑
i∈X

ti ≥ 8wU

}
.

We have controlled A \A′ through (11.7) and (11.9) and we
turn to the control of A′.

For k ≥ 0, we set

Jk = {i ∈ S; 4−k−1uU ≤ ti < 4−kuU} (11.10)

and Mk = cardJk. Given X ∈ A′ we set nk = card(Jk ∩X).
Let

W1 = {k ≥ 0; nk ≤ wpMk}.

Thus ∑
k∈W1

uU4−knk ≤ wp
∑
k

uU4−kMk

≤ 4wp
∑
k

∑
i∈Jk

ti ≤ 4wU. (11.11)

Let

W2 =
{
k ≥ 0; nk ≤ 2k

w

u

}
so that ∑

k∈W2

uU4−knk ≤ 2wU. (11.12)

Let W = {k ≥ 0; k /∈W1 ∩W2}. Since X ∈ A′ we have

8wU ≤
∑

i/∈S0,i∈X

ti ≤
∑
k≥0

4−kuUcard(X ∩ Jk)

≤
∑
k≥0

uU4−knk

and we deduce from (11.11) and (11.9) that∑
k∈W

uU4−knk ≥ 2wU

i.e. ∑
k∈W

4−knk ≥ 2
w

u
. (11.13)

For a set W of integers and n = (nk)k∈W let us define

AW,n = {X ⊂ S; ∀k ∈W, card(X ∩ Jk) = nk}.

We have shown that

A′ ⊂
⋃
W,n

AW,n,

where the union is over all choices of W and of n such that
(11.13) holds together with

nk > 2k
w

u
; nk > wpMk (11.14)

To control the classes AW,n, we will now compare them with
the classes

BW,n =

{
X ⊂ S; ∀k ∈W, card(X ∩ Jk) ≥ 2u

w
nk

}
.

First we note that by (11.13) for X in B we have∑
k∈W

4−kcard(X ∩ Jk) ≥ 4

so that by (11.10) ∑
i∈X

ti ≥ uU

and thus

BW,n ⊂ B. (11.15)

We have

µ(BW,n) =
∏
k∈W

T (k) (11.16)

where

T (k) = µ({X ⊂ S; card(X ∩ Jk) ≥ mk})



and where mk is the smallest integer ≥ 2unk/w. Thus

T (k) ≥ pmk (1− p)Mk−mk
(
Mk

mk

)
.

We first show that in this bound the factor (1− p)Mk−mk
is not dangerous. Since u ≥ 2, by (11.14) we have mk ≥
2unk/w ≥ 4pMk and thus

(1− p)Mk ≥
(

1

L

)mk
.

Here, as well as in the rest of the paper, L denotes a num-
ber, that need not be the same at each occurrence, while
L0, L1, · · · denote specific constants. Thus, from (5.6) we
get

T (k) ≥
(
pMk

Lmk

)mk
and from (11.15) and (11.16) that∏

k∈W

(
pMk

L1mk

)mk
≤ µ(B). (11.17)

Consider now the class IW,n of subsets I of S that satisfy
I ⊂

⋃
k∈W Jk and card(I ∩ Jk) = nk for k ∈ W . Then,

obviously,

∀X ∈ AW,n, ∃I ∈ IW,n, I ⊂ X. (11.18)

On the other hand∑
I∈IW,n

pcardI =
∏
k∈W

pnk

(
Mk

nk

)

≤
∏
k∈W

(
L2pMk

nk

)nk
(11.19)

using (5.6) again. The idea is now to use (11.17) to control
the sum of the quantities (11.19) over all choices of W and
n when w = 8L1L2u (it is here that we fix w). Since mk

is the smallest integer ≥ 2unk/w > 2k+1 ≥ 2, we have
mk ≤ 4unk/w, so nk ≥ wmk/4u ≥ 2L1L2umk. Therefore

L2pMk

nk
≤ pMk

2L1mk
,

and (
L2pMk

nk

)nk
≤ 2−nk

(
pMk

L1mk

)nk
.

Using the second part of (11.14) we have pMk ≤ nk/w ≤
mk/2u ≤ L1mk and since nk ≥ 2L1L2mk ≥ mk, we have(

L2pMk

nk

)nk
≤ 2−nk

(
pMk

L1mk

)nk
≤ 2−nk

(
pMk

L1mk

)mk
.

Thus combining (11.17) and (11.19) we get∑
I∈IW,n

pcardI ≤
(

1

2

)∑
k∈W nk

µ(B)

and it suffices to show that if we sum over all choices of W
and nk the coefficients (1/2)

∑
k∈W nk the result is ≤ 2. This

sum is at most ∏
k≥0

(
1 +

∑
nk>2kw/u

2−nk
)
.

Now, whenever w/u ≥ 4, we have∑
nk>2kw/u

2−nk ≤ 2−2k+2

and
∏
k≥0(1 + 2−2k+2

) ≤ 2.

Our next result also provides (much deeper) support for
Conjecture 5.7.

Theorem 11.3. There exists a number q with the follow-
ing property. Consider a set S that is a disjoint union
S =

⋃
1≤k≤k0 Sk, and A ⊂ {0, 1}S such that

∀J ∈ A, card(J ∩ Sk) = 2k. (11.20)

Assume that there exists a p-spread probability measure ν
with ν(A) = 1. Then given any class B ⊂ {0, 1}S with
µ(B) ≥ 1 − 1/q, we can find J1, . . . , Jq in B and J ∈ A
such that

∀k ≤ k0, card((J \ (J1 ∪ · · · ∪ Jq)) ∩ Sk) ≤ 2k−1. (11.21)

The following consequence should be compared to Con-
jecture 6.8

Corollary 11.4. There exists a number L with the fol-
lowing property. Consider any set S that is a disjoint union
S =

⋃
1≤k≤k0 Sk, and consider a class T of sequences t =

(ti)i∈S with ti ≥ 0. Assume that for each t ∈ T and each k,
we have card{i ∈ Sk; ti 6= 0} = 2k, and that for i, j ∈ Sk, if
ti 6= 0, tj 6= 0 then ti = tj. (That is, each sequence (ti)i∈Sk
takes only two possible values, one of which is 0). Assume
there is a probability measure ν on T such that

∀I ⊂ S, ν({t; i ∈ I ⇒ ti > 0}) ≤ pcardI . (11.22)

Then

Ep sup
t∈T

∑
i∈X

ti ≥
1

L
inf
t∈T

∑
i∈S

ti. (11.23)

Proof. Given t ∈ T let

Jt = {i ∈ S; ti 6= 0}.

Let A ⊂ {0, 1}S be the class of the sets Jt as t varies in T
and let ν′ be the image of ν under the map t 7→ Jt. By
construction ν′(A) = 1 and by (11.22) ν′ is p-spread.

Let us now set

U = Ep sup
t∈T

∑
i∈X

ti

and consider the class

B =

{
X ; sup

t∈T

∑
i∈X

ti ≤ qU
}
,

so that by Markov inequality we have µ(B) ≥ 1 − 1/q. We
then apply Theorem 11.3 to find a set J = Jt ∈ A and sets
J1, . . . , Jq ∈ B such that if J ′ = J1 ∪ · · · ∪ Jq we have

∀k ≤ k0 , card(Jt \ J ′) ≤ 2k−1.

Since in each set Sk the sequence t takes only two values,
say 0 and ak, we have∑

i∈Sk∩(Jt∩J′)

ti = akcard(Jt ∩ J ′) ≥ ak2k−1 =
1

2

∑
i∈Sk

ti.



By summation over k we see that∑
i∈J′

ti ≥
1

2

∑
i

ti.

Consequently since J ′ = J1 ∪ . . . ∪ Jq, then for some ` ≤ q
we have ∑

i∈J`
ti ≥

1

q

∑
i∈J′

ti ≥
1

2q
inf
t∈T

∑
i∈S

ti

and since J` ∈ B the definition of B shows that
∑
i∈J` ti ≤

qU , so that

U = Ep sup
t∈T

∑
i∈X

ti ≥
1

2q2
inf
t∈T

∑
i∈S

ti,

which completes the proof.

The proof of Theorem 11.3 elaborates on one idea of [9] .
It combines isoperimetry with the second moment method.
One version of the second moment method is the observation
that for a r.v. Z ≥ 0 we have

P(Z > 0) ≥ (EZ)2

E(Z2)
. (11.24)

This will used as follows. Suppose that to each J ∈ A we
associate a set GJ ⊂ {0, 1}S and for X ⊂ S let

Z(X) = ν({J ; X ∈ GJ}).

Then the following holds true.

{Z > 0} ⊂
⋃
J∈A

GJ (11.25)

EpZ =

∫
ν({J ; X ∈ GJ})dµ(X)

=

∫
µ(GJ)dν(J)

EpZ
2 =

∫
ν({J ; X ∈ GJ})2dµ(X)

=

∫
ν⊗2({(J, J ′); X ∈ GJ ∩GJ′})dµ(X)

=

∫
µ(GJ ∩GJ′)dν(J)dν(J ′).

Thus, combining (11.24) and (11.25)

µ

(⋃
J∈A

GJ

)
≥

(∫
µ(GJ)dν(J)

)2

∫
µ(GJ ∩GJ′)dν(J)dν(J ′)

. (11.26)

To make this relation useful we need lower bounds on the
denominator. Let us assume that for some subset S′ of S
we have

∀J ∈ A, cardJ ∩ S′ = m (11.27)

∀J ∈ A GJ ⊂ HJ∩S′ . (11.28)

Then card(J ∩ S′) ∪ (J ′ ∩ S′)) = 2m − card(J ∩ J ′ ∩ S) so
that

µ(GJ ∩GJ′) ≤ µ(HJ∩S′ ∩HJ′∩S′)

= p2m−card(J∩J′∩S).

Thinking of J as fixed, we have

µ(GJ ∩GJ′) > p2m−k+1 ⇒ card(J ∩ J ′ ∩ S) ≥ k
⇒ ∃I ⊂ J, cardI = k, J ′ ⊃ I

and thus

ν({J ′; µ(GJ ∩GJ′) ≥ p2m−k+1}) ≤
∑

I⊂J,cardI=k

ν(HI)

≤

(
m

k

)
pk

because ν(HI) ≤ pcardI since ν is p-spread. It follows that∫
µ(GJ ∩GJ′)dν(J ′) ≤ p2m

∑
k

(
m

k

)
= 2mp2m.

So we have proved the following.

Lemma 11.5. Under (11.27) and (11.28) and if ν is p-
spread we have

µ

(⋃
J∈A

GJ

)
≥ 2−mp−2m

(∫
µ(GJ)dν(J)

)2

. (11.29)

We are now going to formulate the main step of the proof
of Theorem 11.3. For this it helps to think of {0, 1}S as the
product of the spaces {0, 1}S` , ` = 1, . . . , k0. We denote by
µ` the measure µp,S` .

Proposition 11.6. For ` = 1, . . . , k0 we can find classes
C` ⊂ {0, 1}S1 × · · · × {0, 1}S` with the following properties

µ1(C1) ≥ 1

16
= 2−4 (11.30)

∀` < k0, ∀J ∈ C`,

µ`+1({Y ∈ {0, 1}S`+1 ; J ∪ Y ∈ C`+1}) ≥ 2−2`+3

(11.31)

Ck0 = {Y ⊂ S; ∃J ∈ A, J ⊂ Y }. (11.32)

Proof. We define Ck0 by (11.32) and by decreasing induc-
tion the classes C` as the largest such that (11.31) holds.
Therefore,

∀` < k0, ∀J 6∈ C`,

µ`+1({Y ∈ {0, 1}S`+1 ; J ∪ Y ∈ C`+1}) < 2−2`+3

. (11.33)

The issue is then to prove (11.30). We proceed by contra-
diction, assuming that µ1(C1) < 1/16. Let

C′1 = C1 × {0, 1}S2 × · · · × {0, 1}Sk0

and for all J ∈ A let

G1
J = C′1 ∩HJ∩S1 .

We can use (11.29) with m = 2 because card(J ∩S1) = 2 so
that

1

16
> µ1(C1) = µ(C′1) ≥ µ(

⋃
J∈A

G1
J)

≥ 1

4
p−4

(∫
µ(G1

J)dν(J)

)2

and thus ∫
µ(G1

J)dν(J) ≤ p2

2
.



Since µ1(HJ∩S1) = p2, if we set

D1 = {0, 1}S \ C′1 = {X ⊂ S; X ∩ S1 /∈ C1}

we then have proved that∫
µ(D1 ∩HJ∩S1)dν(J) ≥ p2

2
. (11.34)

For J ∈ A consider now the classes

D1 ∩HJ∩(S1∪S2).

Since cardJ ∩S2 = 22 = 4 for J ∈ A, and since the fact that
X ∈ D1 or not is determined by the set X ∩ S1 we have

µ(D1 ∩HJ∩(S1∪S2)) = p4µ(D1 ∩HJ∩S1)

and by (11.34) we have∫
µ(D1 ∩HJ∩(S1∪S2))dν(J) ≥ p6

2
. (11.35)

Consider the class

D′1 = {X ⊂ S; X ∩ S1 /∈ C1, X ∩ (S1 ∪ S2) ∈ C2}.

Using (11.33) for ` = 1 and Fubini Theorem, we see that

µ(D′1) ≤ 2−16.

Consider the classes

G2
J = D′1 ∩HJ∩(S1∪S2)

so that we can use (11.29) with m = 6 to get

2−16 ≥ µ(D′1) ≥ µ
(⋃

G2
J

)
≥ 2−6p−12

(∫
µ(G2

J)dν(J)

)2

and thus ∫
µ(G2

J)dν(J) ≤ 1

24
p6. (11.36)

Let D2 = D1 \D′1. Comparison of (11.36) and (11.35) yields∫
µ(D2 ∩HJ∩(S1∪S2))dν(J) ≥ p6

4
,

while

D2 = {X ⊂ S; X ∩ S1 /∈ C1, X ∩ (S1 ∪ S2) /∈ C2}.

Proceeding in this manner we show by induction on ` ≤ k0
that∫

µ(D` ∩HJ∩(S1∪S2∪···∪S`))dν(J) ≥ p2
`+1−2

2`
(11.37)

where

D` = {X ⊂ S; X ∩ S1 /∈ C1, . . . , X ∩ (S1 ∪ · · · ∪ S`) /∈ C`}.

But for ` = k0 this is a contradiction because Dk0 ∩Ck0 = ∅
while for J ∈ A we have HJ ⊂ Ck0 by definition of Ck0 , so
that µ(Dk0 ∩HJ) = 0 and the integrand in (11.37) is 0.

Lemma 11.7. Consider numbers b`, ` = 1, . . . , k0 with
b` < 1. Consider a class B ⊂ {0, 1}S with µ(B) ≥ 1 −∏

1≤`≤k0(1− b`). Then we can find classes B` ⊂ {0, 1}S1 ×
· · · × {0, 1}S` with B = Bk0 and

µ(B1) ≥ b1 (11.38)

∀` < k0, ∀J ∈ B`,
µ`+1({Y ∈ {0, 1}S`+1 ; J ∪ Y ∈ B`+1}) ≥ b`+1. (11.39)

Proof. Starting with Bk0 = B we construct the classes
B` by decreasing induction over `, these classes being as
large as possible such that (11.39) holds. Denoting by µ′`
the measure µ1⊗· · ·⊗µ` on {0, 1}S1 ×· · ·×{0, 1}S` , we see
by Fubini theorem that

b`+1(1− µ′`(B`)) + µ′`(B`) ≥ µ′`+1(B`+1)

so that

(1− b`+1)(1− µ′`(B`)) ≤ 1− µ′`+1(B`+1)

and by induction

1− µ′`(B`) ≤
1∏

`+1≤`′≤k0(1− b`′)
(1− µ(B))

which implies (11.38) when ` = 1.

The other key ingredient in the proof of Theorem 11.3
is the following “isoperimetric” result [7]. We mention here
only the form we need.

Lemma 11.8. Consider two integers q and n. Then for
any classes A1 . . . , Aq ⊂ {0, 1}S we have

µ({X ⊂ S; ∀I1 ∈ A1, . . . , I
q ∈ Aq,

card(X \ (I1 ∪ · · · ∪ Iq)) ≥ n})

≤ 1

µ(A1) · · ·µ(Aq)

1

qn
.

(11.40)

Proof of Theorem 11.3. Let q = 226 , and for ` ≥ 1 let

b` = 2−2`/q so that for ` ≥ 1 we have(
1

b`

)q
1

q2`−1
< 2−2`+4

. (11.41)

Let b = 1 −
∏
`≥1(1 − b`) < 1. We will prove that if B ⊂

{0, 1}S satisfies µ(B) > b, we find J1, . . . , Jq in B as in
(11.21). We consider the classes B` constructed from B
in Lemma 11.7 and the classes C` constructed from A in
Proposition 11.6. In the first step we use Lemma 11.8 with
S1 instead of S and A1, . . . , Aq = B1, n = 1 together with
the fact that µ1(C1) ≥ 2−6 to find sets I11 , . . . , I

q
1 ⊂ S1,

I11 , . . . , I
q
1 ∈ B1 and X1 ⊂ S1, X1 ∈ C1 with

card(X1 \ (I11 ∪ · · · ∪ Iq1 )) ≤ 1.

In the second step we find sets I12 , . . . , I
q
2 ⊂ S2, I`1 ∪ I`2 ∈ B`

for ` ≤ q, and X2 ⊂ S2, X1 ∪X2 ∈ C2 with

card(X2 \ (I12 ∪ · · · ∪ Iq2 )) ≤ 2 = 22−1.

This is possible by using Lemma 11.8 with S2 instead of S
and n = 2, because conditions (11.31) and (11.39) ensure
that there are sufficiently many choices of I`2, X

`
2. We then

continue in this manner.

Our next result is a simple argument showing that to prove
Conjecture 6.4 it suffices to prove it for arbitrary small values
of p. We find it rather symptomatic that we do not know
how to prove the corresponding result for Conjecture 5.7.
This is because it is so difficult to work with p-small classes.



Theorem 11.9. Assume that there is a sequence pn → 0
and a number q with the following property. Given any n,
any set S, any class A ⊂ {0, 1}S with µpn(A) ≥ 1 − 1/q,

then A(q) is weakly pn-small.
Then for each 0 < p < 1 and each A ⊂ {0, 1}S with

µp(A) ≥ 1− 1/q, A(q) is weakly p-small.

Proof. Consider an integer r, and the map ϕ : ({0, 1}S)r →
{0, 1}S given by

ϕ(J1, . . . , Jr) =
⋃
`≤r

J`.

It is easy to see that if, keeping the dependence in n im-
plicit, we define p′ by

1− p′ = (1− pn)r,

for any class A ⊂ {0, 1}S we have

µpn(ϕ−1(A)) = µp′(A).

Assuming that µp′(A) ≥ 1− 1/q, and setting A′ = ϕ−1(A),

we see that by hypothesis A′(q) is weakly pn-small.
We recall that for two subsets I, Y of S, we define

ψ(I, Y ) = 1 if I ⊂ Y and ψ(I, Y ) = 0 otherwise.

The fact that A′(q) is weakly pn-small means that there is
a probability measure θ′ on ({0, 1}S)r such that, whenever

(Y1, . . . , Yr) ∈ A′(q) we have

1

2

∫ ∏
`≤r

(p−cardI`
n ψ(I`, Y`)dθ((I1, . . . , Ir)) ≥ 1. (11.42)

Consider Z ∈ A(q) and

W (Z) =

{
(Y1. . . . , Yr) ∈ ({0, 1}S)r;

Z =
⋃
`≤r

Y`, Y1, . . . , Yr are disjoint

}
.

Thus, if i ∈ Z, and (Y1, . . . , Yr) ∈ W (Z), there is a unique
` ≤ r with i ∈ Y`. In this manner there is a canonical bijec-
tion betweenW (Z) and {0, . . . , r}Z . The crucial observation

is that for Z ∈ A(q) and any I1, . . . , Ir we have

Av
∏
`≤r

p−cardI`
n ψ(I`, Y`) ≤ (pnr)

−cardIψ(I, Z), (11.43)

where I =
⋃
`≤r I`, and where Av denotes the average over

all elements (Y1, . . . , Yr) of W (Z). This is seen by first
observing that the left hand side of (11.43) is zero unless
I1, . . . , Ir are disjoint, and then that

Av
∏
`≤r

ψ(I`, Y`) = r−cardIψ(I, Z).

It then follows from (11.42) that if θ is the image measure
of θ′ under the map (I1, . . . , Ir)→

⋃
`≤r I` then

∀Z ∈ A(q),
1

2

∫
(pnr)

−cardIψ(I, Z)dθ(I) ≥ 1.

Thus A(q) is pnr-small.
Now take n→∞ and r = rn such that pnr → − log(1−p),

so p′ = 1− (1− pn)rn → p, and we have proved that if A ⊂

{0, 1}S satisfies µp(A) ≥ 1− 1/q, then A(q) is − log(1− p)-
weakly small and since p < − log(1 − p) it is also p-weakly
small.

We now turn to a general principle that implies roughly
that Conjecture 7.8 is true “when there are a lot of symme-
tries”. We assume that ν is the uniform probability on a
class B of subsets of S. Each set in B has the same cardi-
nality m. Moreover there is a group Ξ of permutations of S
with the following properties:

I ∈ B, σ ∈ Ξ⇒ σ(I) ∈ B. (11.44)

If I = {x1, . . . , xm} ∈ B, J = {y1, . . . , ym} ∈ B,
∃σ ∈ Ξ, ∀i ≤ m, σ(xi) = yi.

(11.45)

To give a non-trivial example, consider the case where S
is the collection of all subsets of cardinality k of the set
{1, . . . ,mk} and where B consists of the partitions of the
set {1, . . . ,mk} into m sets of k elements. The previous
conditions hold when Ξ is the group canonically induced on
S by the group of permutations of {1, . . . ,mk}.

Theorem 11.10. There exists a number α with the fol-
lowing property. Whenever the probability ν as above is p-
spread, then µ = µp dominates Wα(ν).

Proof. The group Ξ acts on {0, 1}S . We say that a subset
of {0, 1}S is Ξ-invariant if it is invariant under this action.

We want to show that

Wα(ν)(A) ≤ µ(A) (11.46)

for each up-class A. Since both Wα(ν) and µ are invariant
under the action of Ξ, taking average over this action it
suffices to show that∫

fdWα(ν) ≤
∫
fdµ

for each monotone Ξ-invariant function f . Considering the
classes {f ≥ a} we see that it suffices to prove (11.46) when
A is an up-class Ξ-invariant.

For k ≤ m consider the classes

Bk = {J ⊂ S; cardJ = k, ∃I ∈ B, J ⊂ I},

and define

k0 = inf{k; A ∩Bk} 6= ∅.

Then, for I ∈ B and J ∈ A, J ⊂ I we have cardJ ≥ k0, so
that

θα,I(A) ≤
∑
k≥k0

αk(1− α)m−k
(
m

k

)
,

and

Wα(ν)(A) =

∫
θα,I(A)dν(I) ≤

∑
k≥k0

αk(1− α)m−k
(
m

k

)
.

Let us define

Ak = {J ⊂ S; ∃I ∈ B, card(J ∩ I) ≥ k},

Then from (11.45) we see that since A is Ξ-invariant we have
A ⊃ Ak0 .



Thus to prove (11.46) it suffices to prove that

bk0 :=
∑
k≥k0

αk(1− α)m−k
(
m

k

)
≤ ak0 := µ(Ak0). (11.47)

It suffices to prove (11.47) when k0 ≥ 1, since when k0 = 0
both left and right-hand sides are equal to 1. Also, for k0 ≥
1,

bk0 ≤ b1 = 1− (1− α)m. (11.48)

A first essential observation is that since we assume that ν
is p-spread, we have by (11.29) (used for GI = HI) that

am = µ(Am) ≥ 2−m. (11.49)

For any m we have 1− (1− α)m ≤ 2−m for α small enough
(depending on m) so that in this case we have

bk0 ≤ b1 = 1− (1− α)m ≤ 2−m ≤ am ≤ ak0 ,

and (11.47) can be obtained for the small values of m simply
by taking α small. Thus the issue is the case where m is large
enough. We will prove that there is a number L1 such that

L1k ≤ m⇒ ak ≥ 1− exp(−m/L1). (11.50)

First we show that this implies (11.46). The standard es-
timates on the tail of the binomial law imply that we can
assume α small enough that

∑
m≥k≥m/L1

αk(1− α)m−k
(
m

k

)
≤ 2−m.

Then for L1k0 ≥ m we have

bk0 ≤ 2−m ≤ am ≤ ak0 .

On the other hand, if L1k0 ≤ m we have

bk0 ≤ 1− (1− α)m ≤ 1− exp

(
−m
L1

)
≤ ak0

using (11.50) and provided that 1−α ≥ exp(−1/L1). Thus,
to complete the proof it remains only to check (11.50). This
will follow from (11.29) and Lemma 11.8. Consider the class

C =
{
I ⊂ S; ∀J ∈ B, card(I ∩ J) <

m

32

}
,

so that

Am ⊂
{
X ⊂ S; ∀I1, . . . , I16 ∈ C,

card(X \ (I1 ∪ · · · ∪ I16)) ≥ m

2

}
and by (11.49) and (11.40) we have

2−m ≤ µ(Am) ≤ 1

µ(C)16
1

16m/2

and thus µ(C) ≤ 2−m/16. Now, Cc ⊂ Ak for 32k ≤ m, and

thus, for 32k ≤ m we have ak ≥ 1− 2−m/16.

It would be nice if one could prove that the probability
measures of Theorem 11.9 satisfy (9.1). We do not know
how to do this, but we at least we know how to handle the
following special case.

Theorem 11.11. If α is small enough the following oc-
curs. Consider a set S with cardS = N , and consider
k ≤ N/2. Then for each up-class A the uniform probabil-
ity on the subsets of S of cardinality k satisfies (9.1) when
k/N ≤ p.

We deduce this result from the following.

Proposition 11.12. If α is small enough the following
occurs. Let p = k/N , p′ ≤ (k − 1)/(N − 1). Denote by µi

the product measure on {0, 1}N such that on the factor of
rank i, the weight of 1 is α, and that the weight of 1 is p′ on
the other factors. Then for each down-class A ⊂ {0, 1}N we
have

µp(A) ≤

(∏
i≤N

µi(A)

)1/N

. (11.51)

Proof of Theorem 11.11. Let us denote by µij the prod-
uct measure on {0, 1}N such that for the factor of rank i or
j, the weight of 1 is α, and is p′′ = (k−2)/(N−2) for all the
other factors. Then, using Fubini theorem and Proposition
11.12 for N − 1 and k − 1 rather than N and k we get for
each i that

µi(A) ≤

(∏
j 6=i

µij(A)

)1/(N−1)

so that by (11.51)

µp(A) ≤

(∏
j 6=i

µij(A)

)1/N(N−1)

and iteration of this process yields (9.2).

Proof of Proposition 11.12. Let µit be the product mea-
sure on {0, 1}N such that on the factor of rank i the weight
of 1 is α(t) = tα + (1 − t)p while on the other factors it is
p(t) = tp′ + (1− t)p. Let

ϕ(t) = log
∏
i≤N

µit(A)

so that

expϕ(1) =
∏
i≤N

µi(A) ; expϕ(0) = µp(A)N

and it suffices to prove that ϕ′(t) ≥ 0. Let S = {1, . . . , N}
and for j ∈ S let

Aj = {X ⊂ S \ {j}; X ∈ A, X ∪ {j} /∈ A}.

Let µij,t be the projection of µit on {0, 1}S\{j}. Then the
(totally elementary) Russo-Margulis formula states that

− d

dt
µit(A) =

d

dt
α(t)µii,t(Ai) +

d

dt
p(t)

∑
j 6=i

µij,t(Aj)

= (α− p)µii,t(Ai) + (p′ − p)
∑
j 6=i

µij,t(Aj)

and thus (exchanging i and j in the double sum)

−ϕ′(t) =
∑
i≤N

(
(α− p)

µii,t(Ai)

µit(A)
+ (p′ − p)

∑
j 6=i

µji,t(Ai)

µjt(A)

)
.

(11.52)



We have to show that the right-hand side is ≤ 0. The basic
reason is that

p′ − p =
k − 1

N − 1
− k

N
= − N − k

N(N − 1)
≤ − 1

2(N − 1)

so that N − 1 terms with this coefficient easily outweigh a
term with coefficient α− p ≤ α. To check the details, let us
fix i 6= j, let

B = {X ⊂ S \ {i, j}; X ∈ A}

and let µt be the projection of µit on {0, 1}S\{i,j}, which
is also the projection of µjt on the same space. (It is the
product measure that gives weight p(t) to 1 in each factor).
Then, since A is a down-class, we have

µit(A) ≤ µt(B)

and also

µit(A) ≥ (1− α(t))(1− p(t))µt(B) ≥ 1

4
µt(B).

The same inequalities hold for µjt(A), and thus µjt(A) ≤
4µit(A). Thus, to show that the right-hand side of (11.52) is
≤ 0 it suffices to show that for each i we have

4αµii,t(Ai) ≤
1

2(N − 1)

∑
j 6=i

µji,t(Ai). (11.53)

If we make explicit the contribution of the factor of rank j,
we see that for certain numbers aj ≥ bj we have

µji,t(Ai) = α(t)aj + (1− α(t))bj

µii,t(Ai) = p(t)aj + (1− p(t))bj

and since 1/2 ≥ α(t) ≥ p(t) we have µji,t(Ai) ≥ µii,t(Ai).
Thus (11.53) holds if α = 1/8.
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