## 1. Introduction

Let $\left(X_{i}: i \in \mathbb{N}\right)$ be a sequence of independent and identically distributed (i.i.d.) real-valued random variables. We assume that $\mathbb{E} X_{1}$ exists. In this section, we will be interested in the behaviour of the empirical mean $\bar{X}_{n}:=n^{-1} \sum_{i=1}^{n} X_{i}$ w.r.t. the actual mean $\mathbb{E} X_{1}$. We will call this behaviour concentration of $\bar{X}_{n}$ around its mean.

The first "level" of concentration is given by the Law of Large Number (LLN) saying that, almost surely,

$$
\begin{equation*}
\bar{X}_{n} \longrightarrow \mathbb{E} X_{1} \text { when } n \rightarrow \infty \tag{0.1}
\end{equation*}
$$

Note that this result is very sharp, in the sens that, if $\bar{X}_{n}$ converges a.s. then $\mathbb{E} X_{1}$ is finite and $\bar{X}_{n}$ converges a.s. to $\mathbb{E} X_{1}$.

For the second "level" of concentration, we need to assume that $\mathbb{E} X_{1}^{2}$ exists. Then, the behaviour of $\bar{X}_{n}-E X_{1}$ is provided by the Central Limit Theorem (CLT) which says that, after renormalizing, $\sqrt{n}\left(\bar{X}_{n}-\mathbb{E} X_{1}\right)$ behaves asymptotically like a Gaussian variable:

$$
\begin{equation*}
\sqrt{n}\left(\bar{X}_{n}-\mathbb{E} X_{1}\right) \leadsto \sqrt{\mathbb{V}\left(X_{1}\right)} G \text { when } n \rightarrow \infty \tag{0.2}
\end{equation*}
$$

where $\mathbb{V}\left(X_{1}\right)$ is the variance of $X_{1}, G \sim \mathcal{N}(0,1)$ is a standard Gaussian random variable and the symbol $\leadsto$ stands for the convergence in probability.

The two first level of concentration are asymptotic ( $n$ has to tend to infinity to make these results relevant). In general, we have at hand only a finite number of random variables. Nevertheless, we still want to know how behaves $\bar{X}_{n}$ around its mean. We thus need non-asymptotic concentration results (results which hold for any $n$ ). The first result going into that direction is the classical Berry-Essen's theorem (cf.[15]), which yields

$$
\begin{equation*}
\sup _{t \in \mathbb{R}}\left|\mathbb{P}\left[\sqrt{n}\left(\bar{X}_{n}-\mathbb{E} X_{1}\right) \geq t\right]-\mathbb{P}\left[\sqrt{\mathbb{V}\left(X_{1}\right)} G \geq t\right]\right| \leq \frac{c \mathbb{E}\left|X_{1}\right|^{3}}{\sqrt{n}}, \forall n \in \mathbb{N} \tag{0.3}
\end{equation*}
$$

provided that $\mathbb{E}\left|X_{1}\right|^{3}<\infty$. Other Berry-Essen type of results can be found in the Section 7 .
Berry-Essen theorem provides a non-asymptotic concentration result for the empirical mean under the only assumption that a third moment exists. It leads to the first concentration's inequality of the type, for every $t>0$,

$$
\begin{equation*}
\mathbb{P}\left[\bar{X}_{n}-\mathbb{E} X_{1} \geq t\right] \leq \mathbb{P}\left[\sqrt{\mathbb{V}\left(X_{1}\right)} G \geq \sqrt{n} t\right]+\frac{c \mathbb{E}\left|X_{1}\right|^{3}}{\sqrt{n}} \tag{0.4}
\end{equation*}
$$

Concentration's inequalities of the form of Equation 0.4 are one of the main tools of empirical processes theory. Nevertheless, the one obtained here, using Berry-Essen theorem is too weak to be interesting. Indeed, the upper bound of Equation 0.4 behaves like the second term which is of the order of $n^{-1 / 2}$. Berry-Essen's theorem is too general (only a third moment is needed) to be applicable in many other setup where we have more than a finite third moment. In some cases (cf. Exercise 0.4), we can even have an exponential decrease (in function of $n$ and $t$ ) of the tail $\mathbb{P}\left[\bar{X}_{n}-\mathbb{E} X_{1} \geq t\right]$, which then, behaves like the term $\mathbb{P}\left[\sqrt{\mathbb{V}\left(X_{1}\right)} G \geq \sqrt{n} t\right]$. In the following section, we will explore some special cases (finite Orlicz's norm, self-bounded, conditions on the moment, assumption on the Legendre's transform,..) which can lead to such exponential decay of the tail behaviour of $\bar{X}_{n}-\mathbb{E} X_{1}$.

## 2. Orlicz spaces

Definition 0.1 (cf. [4, 18]). A Young-Orlicz modulus is a convex increasing function $\psi$ from $[0, \infty)$ onto $[0, \infty)$ (in particular $\psi(0)=0$ and $\psi(x) \rightarrow \infty$ when $x \rightarrow \infty$ ). Let $(\mathcal{X}, \tau, \mu)$ be a measure space and $\psi$ be a Young-Orlicz modulus. Denote by $\mathcal{L}_{\psi}(\mathcal{X}, \tau, \mu)$ the space of all real-valued measurable functions $f$ onto $\mathcal{X}$ such that

$$
\|f\|_{\psi}:=\inf \left(c>0: \mathbb{E}_{\mu} \psi(|f| / c) \leq 1\right)<\infty
$$

Define $L_{\psi}(\mathcal{X}, \tau, \mu)$ to be the set of all the equivalence classes of functions in $\mathcal{L}_{\psi}(\mathcal{X}, \tau, \mu)$ for the almost everywhere equality w.r.t. $\mu . L_{\psi}(\mathcal{X}, \tau, \mu)$ is called an Orlicz space.

Classical examples of Young-Orlicz moduli are

$$
\begin{equation*}
\phi_{p}(x):=x^{p}, p \geq 1 \text { and } \psi_{\alpha}(x):=\exp \left(x^{\alpha}\right)-1, \alpha \geq 1, \tag{0.5}
\end{equation*}
$$

we can also define Young-Orlicz modulus $\psi_{\alpha}$ for $0<\alpha<1$ by $\psi_{\alpha}(x)=\exp \left(x^{\alpha}\right)-1$ for $x \geq x_{\alpha}$ large enough and take $\psi_{\alpha}$ to be linear on $\left[0, x_{\alpha}\right]$.
Theorem 0.1 (4). For any space ( $\mathcal{X}, \tau, \mu$ ) and any Young-Orlicz modulus $\psi$, the space $E_{\psi}(\mathcal{X}, \tau, \mu)$ is a Banach space.

Let $\psi$ be a convex function. We define the convex conjugate of $\psi$ by

$$
\phi(y):=\sup (x y-\psi(x): x>0), \forall y>0 .
$$

Note that the convex conjugate of a Young-Orlicz modulus is also a Young-Orlicz modulus.
Theorem 0.2. Let $\psi$ be a Young-Orlicz modulus and $\phi$ be its convex conjugate. Let $f \in \mathcal{L}_{\psi}(\mathcal{X}, \tau, \mu)$ and $g \in \mathcal{L}_{\phi}(\mathcal{X}, \tau, \mu)$ then $f g \in \mathcal{L}_{1}(\mathcal{X}, \tau, \mu)$ and

$$
\mathbb{E}_{\mu}|f g| \leq 2\|f\|_{\phi}\|g\|_{\psi} .
$$

Proof.By homogeneity, we can assume $\|f\|_{\psi}=\|g\|_{\phi}=1$. By definition of the convex conjugate, we have, for any $x \in \mathcal{X}$,

$$
|f(x) g(x)| \leq \psi(|f(x)|)+\phi(|g(x)|) .
$$

Taking the expectation and using that $\mathbb{E} \psi(|f(x)|), \mathbb{E} \phi(|g(x)|) \leq 1$ leads to the result.
In particular, $\phi_{p}$ is an Orlicz modulus with convex conjugate $c_{p} \phi_{q}$, where $p^{-1}+q^{-1}=1$. In this case, Theorem 0.2 is, up to a multiplying constant, Hölder's inequality.

For our concentration purpose of this section, we will restrict ourselves to the study of the $L_{\psi}(\Omega, \sigma, \mathbb{P})$ Orlicz spaces. We will denote these spaces by $L_{\psi}$. These spaces are set of equivalence classes of random variables defined on an abstract probability space $(\Omega, \sigma, \mathbb{P})$. For instance, given is a real-valued random variable $X$ and $\alpha \geq 1$, the $\psi_{\alpha}$-norm of $X$ is defined by

$$
\|X\|_{\psi_{\alpha}}:=\inf \left(c>0: \mathbb{E} \exp \left(|X|^{\alpha} / c^{\alpha}\right) \leq 2\right) .
$$

We first start with a maximal inequality.
Proposition 0.1 ([18]). There exists an absolute constant $c_{0}$ such that the following holds. Let $\psi$ be Young-Orlicz modulus such that there exists an absolute constant $c>0$ such that

$$
\limsup _{x, y \rightarrow \infty} \frac{\psi(x) \psi(y)}{\psi(c x y)}<\infty
$$

Then, for any real-valued random variables $X_{1}, \ldots, X_{n}$,

$$
\left\|\max _{1 \leq i \leq n} X_{i}\right\|_{\psi} \leq c_{0} \psi^{-1}(n) \max _{1 \leq i \leq n}\left\|X_{i}\right\|_{\psi}
$$

Orlicz-spaces $L_{\psi}$ are very useful to characterize the tail behavior of random variables. For instance, we say that $X$ has a sub-gaussian behavior when $\|X\|_{\psi_{2}}<\infty$, we say that $X$ has a sub-exponential behavior when $\|X\|_{\psi_{1}}<\infty$ and in general, we say that $X$ has a $\psi_{\alpha}$ behavior when $\|X\|_{\psi_{\alpha}}<\infty$. It is easy to get $L_{\infty} \subset L_{\psi_{\alpha^{\prime}}} \subset L_{\psi_{\alpha}} \subset L_{2}$ when $\alpha^{\prime} \leq \alpha$.
Proposition 0.2. Let $X$ be a real-valued random variable and $\alpha \geq 1$. All the following points are equivalent:
(1) $\exists K_{1}>0:\|X\|_{\psi_{\alpha}} \leq K_{1}$;
(2) $\exists K_{2}>0: \mathbb{E} \exp \left(|X|^{\alpha} / K_{2}^{\alpha}\right) \leq 2$;
(3) $\exists K_{3}>0:\left[\mathbb{E}|X|^{p}\right]^{1 / p} \leq K_{3} p^{1 / \alpha}, \forall p \in \mathbb{N}$;
(4) $\exists K_{4}, K_{4}^{\prime}>0: \mathbb{P}[|X| \geq t] \leq K_{4}^{\prime} \exp \left(-t^{\alpha} / K_{4}^{\alpha}\right), \forall t>0$;
(5) there exists $c>0$ such that $\exists K_{5}, K_{5}^{\prime}>0: \mathbb{P}[|X| \geq t] \leq K_{5}^{\prime} \exp \left(-t^{\alpha} / K_{5}^{\alpha}\right), \forall t \geq c$;
(6) $\exists K_{6}, K_{6}^{\prime}>0, \forall \lambda>0, \mathbb{E} \exp (\lambda|X|) \leq K_{6}^{\prime} \exp \left(\left(\lambda K_{6}\right)^{\alpha /(\alpha-1)}\right)$.

Moreover, all the constants $K_{1}, \ldots, K_{6}$ are proportional, up to some multiplying constants which depend only on $\alpha$.

Proof. (1) $\Longleftrightarrow(2)$ : Assume (1). By monotone convergence, it is easy to check that $\mathbb{E} \exp \left(|X|^{\alpha} / K_{1}^{\alpha}\right) \leq 2$. Point (2) follows easily. By definition of the Orlicz norm, (2) implies (1).
(4) implies (3): Let $p \in \mathbb{N}$.

$$
\begin{aligned}
\mathbb{E}|X|^{p} & =\int_{0}^{\infty} p t^{p-1} \mathbb{P}[|X| \geq t] d t \leq 2 p \int_{0}^{\infty} t^{p-1} \exp \left(-t^{\alpha} / K_{4}^{\alpha}\right) d t \\
& =\frac{2 p K_{4}^{p-1}}{\alpha} \Gamma(p / \alpha) \leq \frac{2 p K_{4}^{p-1}}{\alpha}(p / \alpha)^{p / \alpha-1},
\end{aligned}
$$

where $\Gamma(u)=\int_{0}^{\infty} t^{u-1} \exp (-t) d t$ satisfies $\Gamma(u+1)=u \Gamma(u)$. Thus, $\left(\mathbb{E}|X|^{p}\right)^{1 / p} \leq$ $\left(2 K_{4}\right) \alpha^{-1 / \alpha} p^{1 / \alpha}$.
(3) implies (1): Let $c>0$.

$$
\mathbb{E} \exp \left(|X|^{\alpha} / c^{\alpha}\right)=\sum_{k \geq 0} \frac{1}{k!c^{\alpha k}} \mathbb{E}\left[|X|^{\alpha k}\right] \leq \sum_{k \geq 0} \frac{1}{k!}\left(\frac{K_{3}^{\alpha}}{c^{\alpha}} \alpha k\right)^{k}
$$

Now, using the Stirling's formula it is easy to get $\frac{1}{k!}\left(\frac{K_{3}^{\alpha}}{c^{\alpha}} \alpha k\right)^{k} \sim \frac{1}{\sqrt{2 \pi k}}\left(\frac{\alpha e K_{3}^{\alpha}}{c^{\alpha}}\right)^{k}$. Thus, there exists an absolute constant $c_{0}$ such that for $c \geq c_{0} \alpha^{1 / \alpha} K_{3}$, we have $\mathbb{E} \exp \left(|X|^{\alpha} / c^{\alpha}\right) \leq 2$. This implies that $\|X\|_{\psi_{\alpha}} \leq c_{0} \alpha^{1 / \alpha} K_{3}$.
(1) implies (4): Let $t>0$. By Markov's inequality:

$$
\begin{aligned}
\mathbb{P}[|X| & \geq t]=\mathbb{P}\left[\exp \left(|X|^{\alpha} / K_{1}^{\alpha}\right)>\exp \left(t^{\alpha} / K_{1}^{\alpha}\right)\right] \\
& \leq \mathbb{E}\left[\exp \left(|X|^{\alpha} / K_{1}^{\alpha}\right)\right] \exp \left(-t^{\alpha} / K_{1}^{\alpha}\right) \leq 2 \exp \left(-t^{\alpha} / K_{1} \alpha\right)
\end{aligned}
$$

$(4) \Longleftrightarrow(5):(4)$ implies $(5)$ is trivial. Assume (5), for $K_{4} \geq\left(c(\log 2)^{1 / \alpha}\right) \wedge K_{5},(4)$ is satisfied.
(3) implies (6): Let $\lambda>0$. We have

$$
\begin{equation*}
\mathbb{E} \exp (\lambda|X|) \leq \sum_{k \geq 0}\left(\lambda K_{3}\right)^{k} \frac{k^{k / \alpha}}{k!} \tag{0.6}
\end{equation*}
$$

Now, we use the following approximation

$$
\begin{equation*}
k!=\sqrt{2 \pi k}(k / e)^{k} \exp \left(\lambda_{k}\right) \text { where } \frac{1}{12 k+1}<\lambda_{k}<\frac{1}{12 k} \tag{0.7}
\end{equation*}
$$

in Equation 0.6 , to get, for $i_{k}:=\left\lceil\frac{k(\alpha-1)}{\alpha}\right\rceil$ (the integer part of $k(\alpha-1) / \alpha$ ),

$$
\mathbb{E} \exp (\lambda|X|) \leq c_{\alpha} \sum_{k \geq 0} \frac{\left[\left(\lambda K_{3}\right)^{\alpha / \alpha-1}\right]^{i_{k}}}{i_{k}!} \leq c_{\alpha}^{\prime} \exp \left(\left(\lambda K_{3}\right)^{\alpha /(\alpha-1)}\right)
$$

(6) implies (4): Let $t>0$. For every $\lambda>0$, by Markov's inequality,

$$
\begin{aligned}
\mathbb{P}[|X|>t] & =\mathbb{P}[\exp (\lambda|X|)>\exp (\lambda t)] \leq \exp (-\lambda t) \mathbb{E} \exp (\lambda|X|) \\
& \leq K_{6}^{\prime} \exp \left(\left(\lambda K_{6}\right)^{\alpha /(\alpha-1)}-\lambda t\right)
\end{aligned}
$$

We obtain (4) by optimizing $\lambda$ in the last inequality.

In particular, moments and concentration properties of a random variable are closely related:

Corollary 0.1. Let $\alpha \geq 1$ and $X \in L_{\psi_{\alpha}}$, we have

$$
\|X\|_{\psi_{\alpha}} \sim \sup _{p \geq 1} \frac{\|X\|_{p}}{p^{1 / \alpha}}
$$

Now, we take a look of sums of $\psi_{\alpha}$ random variables.
Proposition 0.3. There exists an absolute constant $c>0$ such that the following holds. Let $X, X_{1}, \ldots, X_{n}$ be i.i.d. mean-zero random variables. Then, for every $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in$ $\mathbb{R}^{n}$,

$$
\left\|\sum_{i=1}^{n} a_{i} X_{i}\right\|_{\psi_{2}} \leq c\|X\|_{\psi_{2}}\|a\|_{2}
$$

Proof.
Lemma 0.1 (cf.[17]). Let $X$ be a $\psi_{2}$ mean zero random variable. Then,

$$
\mathbb{E} \exp (\lambda|X|) \leq \exp \left(8 \lambda^{2}\|X\|_{\psi_{2}}^{2}\right), \forall \lambda>0
$$

Proof.For every $t>0, \mathbb{P}(|X| \geq t) \leq 2 \exp \left(-t^{2} /\|X\|_{\psi_{2}}^{2}\right)$. Thus, for any integer $k \geq 2$, $\mathbb{E}|X|^{k} \leq 2\|X\|_{\psi_{2}}^{k} \Gamma(k / 2+1)$, where we set $\Gamma(u):=\int_{0}^{\infty} t^{u-1} \exp (-u) d u$ for any $u \geq 1$. Using the last inequality, the fact that $\mathbb{E} X=0$, that $\Gamma$ is a non-decreasing function and that $\forall k \geq 2, \Gamma(k+1)=k \Gamma(k)=k$ !, we obtain, for every $\lambda>0$,

$$
\begin{aligned}
& \mathbb{E} \exp (\lambda|X|)=1+\sum_{k \geq 2} \frac{\lambda^{k} \mathbb{E}|X|^{k}}{k!} \leq 1+2 \sum_{k \geq 2} \frac{\Gamma(k / 2+1)}{\Gamma(k+1)}\left(\lambda\|X\|_{\psi_{2}}\right)^{k} \\
& \quad \leq 1+2 \sum_{k \geq 2} \frac{\left(\lambda\|X\|_{\psi_{2}}\right)^{k}}{\Gamma(k / 2+1)}=1+2 \sum_{k \geq 1} \frac{\left(\lambda\|X\|_{\psi_{2}}\right)^{2 k}}{\Gamma(k+1)}+\frac{\left(\lambda\|X\|_{\psi_{2}}\right)^{2 k+1}}{\Gamma(k+3 / 2)} \\
& \quad \leq 1+2 \sum_{k \geq 1} \frac{\left(\lambda^{2}\|X\|_{\psi_{2}}^{2}\right)^{k}\left(1+\left(\lambda^{2}\|X\|_{\psi_{2}}^{2}\right)^{1 / 2}\right)}{\Gamma(k+1)}
\end{aligned}
$$

if $\lambda^{2}\|X\|_{\psi_{2}}^{2} \geq 1$, the sumand is smaller than $2\left(2 \lambda^{2}\|X\|_{\psi_{2}}^{2}\right)^{k+1} /[(k+1)!]$ otherwise, it is smaller than $2\left(\lambda^{2}\|X\|_{\psi_{2}}^{2}\right)^{k} / k$ !. The claim follows by summing.

To prove Proposition 0.3 , it suffices to upper bound the Legendre transform of $\left|\sum_{i} a_{i} X_{i}\right|$. Indeed, by independence, for every $\lambda>0$,

$$
\mathbb{E} \exp \left(\lambda \sum_{i} a_{i} X_{i}\right)=\prod_{i} \mathbb{E} \exp \left(\lambda a_{i} X_{i}\right) \leq \exp \left(8 \lambda^{2}\|X\|_{\psi_{2}}^{2}\|a\|_{2}^{2}\right)
$$

For the same reason, $\mathbb{E} \exp \left(-\lambda \sum_{i} a_{i} X_{i}\right) \leq \exp \left(8 \lambda^{2}\|X\|_{\psi_{2}}^{2}\|a\|_{2}^{2}\right)$. Thus,

$$
\mathbb{E} \exp \left(\lambda\left|\sum_{i} a_{i} X_{i}\right|\right) \leq 2 \exp \left(8 \lambda^{2}\|X\|_{\psi_{2}}^{2}\|a\|_{2}^{2}\right)
$$

We conclude with Proposition 0.2 .
Now, we turn on $p$-th moment of sum of independent $\psi_{\alpha}$ r.v.. It appears that the behavior of a general centred $\psi_{\alpha}$ r.v. can be easily reduced to the symmetric Weibull variable. Meaning that, when considering $p$-th moments of sum of independent r.v. with a given $\psi_{\alpha}$ tail decay, the worst case scenario is when these r.v. are the symmetric Weibull variables (the one which are exactly $\psi_{\alpha}$ (and not $\psi_{\alpha+\epsilon}$ for all $\epsilon>0$ ). We first recalll the definition of Weibull and symmetric Weibull variables.

A Weibull random variable with shape parameter $\alpha>0$ and scale parameter $\lambda>0$ is a r.v. with probability density function

$$
f_{\alpha, \lambda}(x):=\left\{\begin{array}{ccc}
\frac{\alpha}{\lambda}\left(\frac{x}{\lambda}\right)^{\alpha-1} \exp \left(-(x / \lambda)^{\alpha}\right) & \text { if } & x \geq 0 \\
0 & \text { otherwise. }
\end{array}\right.
$$

It is easy to see that $\mathbb{P}[X \geq t]=\exp \left(-(t / \lambda)^{\alpha}\right)$ for all $t \geq 0$ and $\mathbb{P}[X \geq t]=1$ for all $t \leq 0$. A symmetric Weibull r.v. with shape $\alpha>0$ and scale $\lambda>0 X$ is a variable satisfying $\mathbb{P}[|X|>t]=\exp \left(-(t / \lambda)^{\alpha}\right)$ for all $t \in \mathbb{R}$.

Theorem 0.3. There exists an absolute constant $C>0$ such that the following holds. Let $1 \leq \alpha \leq 2$ and $X_{1}, \ldots, X_{n}$ be independent mean zero random variables with $\left\|X_{i}\right\|_{\psi_{\alpha}} \leq 1, \forall i$. Then, for every $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in \mathbb{R}^{n}$ and $p \geq 1$,

$$
\left\|\sum_{i=1}^{n} a_{i} X_{i}\right\|_{p} \leq C\left(\sqrt{p}\|a\|_{2}+p^{1 / \alpha}\|a\|_{\alpha^{*}}\right)
$$

where $\alpha^{-1}+\left(\alpha^{*}\right)^{-1}=1$.
Proof.Let $p \geq 1$. We first start with a symmetrization argument. For that we introduce a ghost sample $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ (that is $n$ independent r.v., independent of $X_{1}, \ldots, X_{n}$ and such that $X_{i}^{\prime}$ has the same distribution as $X_{i}$ for every $\left.i=1, \ldots, n\right)$ and $\epsilon_{1}, \ldots, \epsilon_{n} n$ i.i.d. Rademacher variables independent of $X_{1}, \ldots, X_{n}$ and $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$. The symmetrization argument is based on the fact that $\left(X_{i}^{\prime}-X_{i}\right)$ and $\epsilon_{i}\left(X_{i}^{\prime}-X_{i}\right)$ have the same distribution. Indeed, for any measurable function $f$, we have
$\mathbb{E} f\left(\epsilon_{i}\left(X_{i}^{\prime}-X_{i}\right)\right)=\mathbb{E}_{\mathbb{E}_{\epsilon}}\left[f\left(\epsilon_{i}\left(X_{i}-X_{i}^{\prime}\right)\right) \mid X_{i}, X_{i}^{\prime}\right]=\frac{1}{2} \mathbb{E}\left[f\left(X_{i}-X_{i}^{\prime}\right)+f\left(X_{i}-X_{i}^{\prime}\right)\right]=\mathbb{E} f\left(X_{i}^{\prime}-X_{i}\right)$.
Using this fact, the fact that $X_{1}, \ldots, X_{n}$ have mean zero and Jensen's inequality, we get

$$
\begin{aligned}
\left\|\sum_{i=1}^{n} a_{i} X_{i}\right\|_{p} & =\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} X_{i}\right|^{p}\right)^{1 / p}=\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} X_{i}-\mathbb{E} \sum_{i=1}^{n} a_{i} X_{i}^{\prime}\right|^{p}\right)^{1 / p} \\
& =\left(\mathbb{E}\left|\mathbb{E}\left[\sum_{i=1}^{n} a_{i} X_{i}-\sum_{i=1}^{n} a_{i} X_{i}^{\prime} \mid X_{1}^{\prime}, \ldots, X_{n}^{\prime}\right]\right|^{p}\right)^{1 / p} \\
& \leq\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} X_{i}-\sum_{i=1}^{n} a_{i} X_{i}^{\prime}\right|^{p}\right)^{1 / p}=\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i}\left(X_{i}-X_{i}^{\prime}\right)\right|^{p}\right)^{1 / p} \\
& =\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i}\left(X_{i}-X_{i}^{\prime}\right)\right|^{p}\right)^{1 / p} \\
& \leq\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i} X_{i}\right|^{p}\right)^{1 / p}+\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i} X_{i}^{\prime}\right|^{p}\right)^{1 / p}=2\left(\mathbb{E}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i} X_{i}\right|^{p}\right)^{1 / p}
\end{aligned}
$$

Now, we turn to a contraction principle (cf. [12] p.95). We use the first version of this principle saying that if $\left(\alpha_{i}\right)$ and $\left(\beta_{i}\right)$ are two sequences of real numbers such that $\left|\alpha_{i}\right| \leq\left|\beta_{i}\right|, \forall i$ and $\left(\epsilon_{i}\right)$ is a sequence of i.i.d. Rademacher variables then, for every $p \geq 1$,

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} \epsilon_{i} \alpha_{i}\right\|_{p} \leq\left\|\sum_{i=1}^{n} \epsilon_{i} \beta_{i}\right\|_{p} \tag{0.9}
\end{equation*}
$$

Before using the contraction principle, we have to "pre-conditioned" the variables in such a way that we can compare them. Let $\beta:=(\log 2)^{1 / \alpha}$ and set $U_{i}:=\left(\left|X_{i}\right|-\beta\right)_{+}, \forall i=1, \ldots, n$.

Let $Y_{1}, \ldots, Y_{n}$ be $n$ i.i.d. Weibull r.v. with shape $\alpha$ and scale 1 . Let $i=1, \ldots, n$. For every $t>0$,

$$
\mathbb{P}\left[U_{i} \geq t\right]=\mathbb{P}\left[\left|Z_{i}\right| \geq t+\beta\right] \leq 2 \exp \left(-(t+\beta)^{\alpha}\right) \leq 2 \exp \left(-t^{\alpha}-\beta^{\alpha}\right)=\mathbb{P}\left[Y_{i} \geq t\right] .
$$

Using the last inequality, we can construct $\tilde{U}_{1}, \ldots, \tilde{U}_{n}$ independent r.v. and $\tilde{Y}_{1}, \ldots, \tilde{Y}_{n}$ independent random variables such that for every $i=1, \ldots, n, U_{i} \sim \tilde{U}_{i}, Y_{i} \sim \tilde{Y}_{i}$ and $\tilde{U}_{i} \leq \tilde{Y}_{i}$. Indeed, for any random variable $X$ we define the cumulative distribution function and its generalized inverse by

$$
F_{X}(t):=\mathbb{P}[X \leq t], \forall t \in \mathbb{R} \text { and } F_{X}^{-1}(y):=\inf \left(t \in \mathbb{R}: F_{X}(t) \geq y\right), \forall y \in[0,1] .
$$

Now, take $\mathcal{U}_{1}, \ldots, \mathcal{U}_{n} n$ independent random variable uniformly distributed on $[0,1]$. Then, set for every $i=1, \ldots, n, \tilde{U}_{i}:=F_{U_{i}}^{-1}\left(\mathcal{U}_{i}\right)$ and $\tilde{Y}_{i}:=F_{Y_{i}}^{-1}\left(\mathcal{U}_{i}\right)$.

We are now in position to apply the contraction principle (conditionally to $\tilde{U}_{1}, \ldots, \tilde{U}_{n}$ and $\left.\tilde{Y}_{1}, \ldots, \tilde{Y}_{n}\right)$ :

$$
\begin{equation*}
\left(\mathbb{E}_{\epsilon}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i} \tilde{U}_{i}\right|^{p}\right)^{1 / p} \leq\left(\mathbb{E}_{\epsilon}\left|\sum_{i=1}^{n} a_{i} \epsilon_{i} \tilde{Y}_{i}\right|^{p}\right)^{1 / p} \tag{0.10}
\end{equation*}
$$

Taking the last inequality to the power $p$, then the expectation, and using the fact that $\tilde{U}_{i} \sim U_{i}$ and $\tilde{Y}_{i} \sim Y_{i}$ for every $i=1, \ldots, n$, we get

$$
\begin{equation*}
\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} U_{i}\right\|_{p} \leq\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} Y_{i}\right\|_{p} . \tag{0.11}
\end{equation*}
$$

Now, we combine the symmetrization argument of (0.8), the contraction principle of (0.11) and the fact that $\epsilon_{i} X_{i}$ and $\epsilon_{i}\left|X_{i}\right|$ have the same probability distribution for every $i=1, \ldots, n$ : for every $p \geq 1$,

$$
\begin{aligned}
\left\|\sum_{i=1}^{n} a_{i} X_{i}\right\|_{p} & \leq 2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} X_{i}\right\|_{p} \quad \text { (symmetrization) } \\
& =2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\left|X_{i}\right|\right\|_{p}\left(\forall i, \epsilon_{i} X_{i} \sim \epsilon_{i}\left|X_{i}\right|\right) \\
& \leq 2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\left(\beta+U_{i}\right)\right\|_{p} \text { (the contraction principle) } \\
& \leq 2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} \beta\right\|_{p}+2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} U_{i}\right\|_{p} \\
& \leq C \sqrt{p}\|a\|_{2}+2\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} Y_{i}\right\|_{p} \text { (the contraction principle), }
\end{aligned}
$$

where in the last inequality, we used Khintchine's inequality.
To finish the proof, we use the fact that $\epsilon_{i} Y_{i}$ is distributed like a symmetric Weibull r.v. with shape $\alpha$ and scaling parameter $\lambda=1$. Thus,

$$
\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i} Y_{i}\right\|_{p}=\left\|\sum_{i=1}^{n} a_{i} Z_{i}\right\|_{p}
$$

and to compute the $p$-th moment of $\sum a_{i} Z_{i}$ where $Z_{1}, \ldots, Z_{n}$ are $n$ i.i.d. symmetric Weibull variables we refer to Corollaries 2.9 and 2.10 of [16].

Thanks to the upper estimate on the $p$-th moments of the sum $\sum a_{i} X_{i}$ obtained in Theorem 0.3 for every $p \geq 1$, we can obtain a deviation result for $\sum a_{i} X_{i}$.

Theorem 0.4 ([16]). There exists an absolute constant $c>0$ such that the following holds. Let $1 \leq \alpha \leq 2$ and $X_{1}, \ldots, X_{n}$ be independent random variables such that $\left\|X_{i}\right\|_{\psi_{\alpha}} \leq A, \forall i$. Then, for every $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in \mathbb{R}^{n}$ and every $t \geq 0$,

$$
\mathbb{P}\left[\left|\sum_{i=1}^{n} a_{i} X_{i}\right| \geq t A\right] \leq 2 \exp \left(-c \min \left(\frac{t^{2}}{\|a\|_{2}^{2}}, \frac{t^{\alpha}}{\|a\|_{\alpha^{*}}^{\alpha}}\right)\right)
$$

where $\alpha^{-1}+\left(\alpha^{*}\right)^{-1}=1$.
Proof.Without loss of generality, we can assume that $\left\|X_{i}\right\|_{\psi_{\alpha}}=1$ for all $i=1, \ldots, n$. Take $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in \mathbb{R}^{n}$ and set $Z:=\left|\sum_{i=1}^{n} a_{i} X_{i}\right|$. Using Chebitchev's inequality, we obtain for every $p \geq 1$,

$$
\begin{equation*}
\mathbb{P}\left[Z \geq\|Z\|_{p} e\right] \leq \frac{\mathbb{E} Z^{p}}{\|Z\|_{p}^{p} e^{p}}=\exp (-p) \tag{0.12}
\end{equation*}
$$

Take $1 \leq p \leq\left(\|a\|_{2} /\|a\|_{\alpha^{*}}\right)^{2 \alpha /(2-\alpha)}$. Then, using Theorem 0.3 and 0.12 , we obtain

$$
\mathbb{P}\left[Z \geq c p^{1 / \alpha}\|a\|_{\alpha^{*}}\right] \leq \exp (-p)
$$

and thus, for $t=p^{1 / \alpha}\|a\|_{\alpha^{*}} \in\left[\|a\|_{\alpha^{*}},\left(\|a\|_{2}^{2} /\|a\|_{\alpha^{*}}^{\alpha}\right)^{1 /(2-\alpha)}\right]$,

$$
\begin{equation*}
\mathbb{P}[Z \geq c t] \leq \exp \left(-\frac{t^{\alpha}}{\|a\|_{\alpha^{*}}^{\alpha}}\right) \tag{0.13}
\end{equation*}
$$

For every $p \geq\left(\|a\|_{2} /\|a\|_{\alpha^{*}}\right)^{2 \alpha /(2-\alpha)}$, Theorem 0.3 and 0.12 yield $\mathbb{P}\left[Z \geq c \sqrt{p}\|a\|_{2}\right] \leq$ $\exp (-p)$ and thus, for $t=\sqrt{p}\|a\|_{2} \geq\left(\|a\|_{2}^{2} /\|a\|_{\alpha^{*}}^{\alpha}\right)^{1 /(2-\alpha)}$,

$$
\begin{equation*}
\mathbb{P}[Z \geq c t] \leq \exp \left(-\frac{t^{2}}{\|a\|_{2}^{2}}\right) \tag{0.14}
\end{equation*}
$$

The claim follows by combining the results of 0.13 and 0.14 for the case $t \geq\|a\|_{\alpha^{*}}$. The case $0 \leq t \leq\|a\|_{\alpha^{*}}$ follows by chosing the absolute constant $c$ in a convenient way.

Theorem 0.5 (cf.[14]). Let $X$ be a nonnegative random variable satisfying

$$
\mathbb{E} \exp \left(X^{\alpha}\right)<\infty, \text { for some } \alpha \in(0,1)
$$

Let $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. There exists $t_{0}>0$ depending only on $\alpha$ and $\mathbb{E} X$ and $c>0$ depending only on $\alpha$ such that, for all $t>t_{0}$,

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i}-\mathbb{E} X>t \mathbb{E} X\right] \leq \exp \left(-c(n t \mathbb{E} X)^{\alpha}\right)
$$

Now, we take a particular look to Rademacher series:
Proposition 0.4 ([12]). Let $a_{1}, \ldots, a_{n}$ be $n$ real numbers, $\epsilon_{1}, \ldots, \epsilon_{n}$ be $n$ independent Rademacher variable and $0<p<\infty$. There exists some constants $A_{p, j}<B_{p, j}: j=1,2,3$ such that the following holds:

$$
A_{p, 1}\|a\|_{2} \leq\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{p} \leq B_{p, 1}\|a\|_{2} \text { and }\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{\infty}=\|a\|_{1}
$$

If $0<p \leq 2$ then,

$$
A_{p, 2}\|a\|_{2} \leq\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{\psi_{p}} \leq B_{p, 2}\|a\|_{2}
$$

and for $p>2$,

$$
A_{p, 3}\|a\|_{q, \infty} \leq\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{\psi_{p}} \leq B_{p, 3}\|a\|_{q, \infty},
$$

where $\|a\|_{q, \infty}:=\sup _{t>0} t\left|\left\{i:\left|a_{i}\right|>t\right\}\right|^{1 / q}$ and $p^{-1}+q^{-1}=1$.
The first inequality is the called Khintchin's inequality. The best possible constants $A_{p, 1}$ and $B_{p, 1}$ are known (cf.[7]). We retain that $B_{p, 1} \leq K \sqrt{p}(p \geq 1)$ for some numerical constant $K$.

One drawback of the Orlicz norms for the characterization of concentration's properties of a random variable is that it only allows one type of "concentration behavior". In the sens that, saying that $Z \in L_{\psi_{\alpha}}$ tells that the tail decay of $Z$ behaves like $\exp \left(-c t^{\alpha}\right), \forall t>0$. Whereas some variables have more subtle behavior depending on the level of deviation $t$. For instance, a Rademacher series $Z=\sum_{i} a_{i} \epsilon_{i}$ satisfies $\|Z\|_{\psi_{2}} \sim\|a\|_{2}$. Thus, we can think that Rademacher series and Gaussian series $Y=\sum_{i} a_{i} g_{i}$ have the same tail behavior (since $\left.\|Y\|_{\psi_{2}} \sim\|a\|_{2}\right)$. Nevertheless, there is a gap between Rademacher series and Gaussian series and the tail behavior of Rademacher series is 'level dependent', the $\|a\|_{2}$-behavior being the worse gaussian case. To describe the exact tail behavior of Rademacher series we introduce the following interpolated norm

$$
K_{1,2}(x, t):=\inf \left(\left\|x^{\prime}\right\|_{1}+t\left\|x^{\prime \prime}\right\|_{2}: x^{\prime} \in \ell_{1}^{n}, x^{\prime \prime} \in \ell_{2}^{n}, x=x^{\prime}+x^{\prime \prime}, x=x^{\prime}+x^{\prime \prime}\right)
$$

Theorem 0.6 ([13]). There exists an absolute constant $c>0$ such that the following holds. For every vector $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in \mathbb{R}^{n}$ and every $t>0$,

$$
\mathbb{P}\left[\sum_{i=1}^{n} a_{i} \epsilon_{i}>K_{1,2}(a, t)\right] \leq \exp \left(-t^{2} / 2\right)
$$

and

$$
\mathbb{P}\left[\sum_{i=1}^{n} a_{i} \epsilon_{i}>c^{-1} K_{1,2}(a, t)\right] \geq c^{-1} \exp \left(-t^{2} c\right)
$$

Note that this result has been extended to Banach-valued Rademacher chaos in [3]. We can also obtain precise estimates of the $L_{p}$ norms of Rademacher sums.

Theorem 0.7 (cf.[11, 8]). Let $p \geq 1, a_{1}, \ldots, a_{n}$ be real numbers and $\epsilon_{1}, \ldots, \epsilon_{n}$ be independent Rademacher random variables. We have

$$
\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{p} \sim \sum_{i \leq p} a_{i}^{*}+\sqrt{p}\left(\sum_{i>p} a_{i}^{* 2}\right)^{1 / 2} \sim K_{1,2}(a, \sqrt{p})
$$

where $\left(a_{i}^{*}: i=1, \ldots, n\right)$ is the non-increasing rearrangement of the absolute values of $\left(a_{1}, \ldots, a_{n}\right)$.

Note that Theorem 0.7 is stronger than the result on the $L_{p}$ moments of Rademacher sums of Theorem 0.5 because the equivalence in Theorem 0.7 is up to an absolute constant whereas, in Theorem 0.6, the multiplying constant depend on $p$. Moreover, it is obvious that $c_{p}\|a\|_{2} \leq K_{1,2}(a, \sqrt{p}) \leq \sqrt{p}\|a\|_{2}, \forall a \in \mathbb{R}^{n}$.

Proof.

## 3. Bernstein's inequalities

We first start with bounded random variables.

Theorem 0.8 (Prokhorov-Bennett's inequality). Let $X_{1}, \ldots, X_{n}$ be $n$ independent meanzero random variables such that $\left|X_{i}\right| \leq c$ a.s.. Set $\sigma^{2}:=n^{-1} \sum_{i} \mathbb{V}\left(X_{i}\right)$. For any $t>0$, we have

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t\right] \leq \exp \left(-\frac{n \sigma^{2}}{c^{2}} h\left(\frac{c t}{\sigma^{2}}\right)\right)
$$

where $h(u):=(1+u) \log (1+u)-u, \forall u>0$.
Proof.Let $t>0$. For every $\lambda>0$,

$$
\begin{aligned}
& \mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq t\right] \leq \exp (-\lambda t) \mathbb{E} \exp \left(\frac{\lambda}{n} \sum_{i=1}^{n} X_{i}\right)=\exp (-\lambda t) \prod_{i=1}^{n}\left[1+\sum_{k \geq 2} \frac{\lambda^{k} \mathbb{E} X_{i}^{k}}{n^{k} k!}\right] \\
& \quad \leq \exp (-\lambda t) \exp \left(n \sigma^{2} \sum_{k \geq 2} \frac{\lambda^{k} c^{k-2}}{n^{k} k!}\right) \leq \exp \left(\frac{n \sigma^{2}}{c^{2}}\left(\exp \left(\frac{\lambda c}{n}\right)-1-\frac{c \lambda}{n}\right)-\lambda t\right)
\end{aligned}
$$

The claim follows by optimizing in $\lambda$ in the last inequality.
The most famous corollary of Prokhorov-Bennett's inequality is Bernstein's inequality for bounded variables which follows since $h(u) \geq u^{2} /(2+2 u / 3), \forall u>0$.

Theorem 0.9 (Bernstein's inequality). There exists an absolute constant $c>0$ for which the following holds. Let $X_{1}, \ldots, X_{n}$ be $n$ independent mean-zero random variables such that $X_{i} \in L_{\infty}, \forall i$. Then, for every $t>0$,

$$
\mathbb{P}\left[\left|\frac{1}{n} \sum_{i=1}^{n} X_{i}\right| \geq t\right] \leq 2 \exp \left(-c n \min \left(\frac{t^{2}}{\sigma^{2}}, \frac{t}{M}\right)\right)
$$

where $M:=\max _{i}\left\|X_{i}\right\|_{\infty}$ and $\sigma^{2}:=n^{-1} \sum_{i} \mathbb{V}\left(X_{i}\right)$.
From Bernstein's inequality, we can deduce that the concentration behavior of a mean of bounded variable has two regimes. On one hand, there is a subexponential regime w.r.t. $M$ for large values of $t\left(t \geq \sigma^{2} / M\right)$. On the other hand, the mean has a subgaussian concentration behaviour w.r.t. $\sigma^{2}$. Bernstein's inequality can be compared with Hoeffding's inequality (cf. Exercise 0.18) which provides a subgaussian concentration with respect to $M$.

Now, we turn on to the " $\psi_{1}$ " version of Bernstein's inequality.
Theorem 0.10 (Bernstein's inequality for sub-exponential r.v.). There exists an absolute constant $c>0$ for which the following holds. Let $X_{1}, \ldots, X_{n}$ be $n$ independent mean-zero and $\psi_{1}$ random variables. Then, for every $t>0$,

$$
\mathbb{P}\left[\left|\frac{1}{n} \sum_{i=1}^{n} X_{i}\right| \geq t\right] \leq 2 \exp \left(-c n \min \left(\frac{t^{2}}{\bar{v}}, \frac{t}{M}\right)\right)
$$

where $M:=\max _{i}\left\|X_{i}\right\|_{\psi_{1}}$ and $\bar{v}:=n^{-1} \sum_{i}\left\|X_{i}\right\|_{\psi_{1}}^{2}$.
Proof.Let $X \in L_{\psi_{1}}$. Using that for every integer $k \geq 2$, the following decomposition $\mathbb{E}|X|^{k} \leq K k!e^{k}\|X\|_{\psi_{1}}^{2}\|X\|_{\psi_{1}}^{k-2}$ (cf. Equation (0.7) combined with Proposition 0.2), it is easy to get, for every $\lambda \geq 0$ such that $e \lambda\|X\|_{\psi_{1}}<1$,

$$
\begin{equation*}
\mathbb{E}(\exp (\lambda X)-1-\lambda X) \leq \frac{K(e \lambda)^{2}\|X\|_{\psi_{1}}^{2}}{1-e \lambda\|X\|_{\psi_{1}}} \tag{0.15}
\end{equation*}
$$

We denote by $\bar{X}_{n}$ the empirical mean $n^{-1} \sum_{i} X_{i}$. The Legendre's transform of $\bar{X}_{n}$ is defined by $\psi_{\bar{X}_{n}}(\lambda):=\log \mathbb{E} \exp \left(\lambda \bar{X}_{n}\right)$ for every $\lambda \geq 0$. Using Equation 0.15 and independence,
we obtain, for every $\lambda \geq 0$ such that $e \lambda\left\|X_{i}\right\|_{\psi_{1}}<1, \forall i=1, \ldots, n$,

$$
\begin{equation*}
\psi_{\bar{X}_{n}}(\lambda) \leq K \lambda^{2} \bar{v}\left[\frac{1}{n} \sum_{i=1}^{n} \frac{\left\|X_{i}\right\|_{\psi_{1}}^{2}}{\bar{v}} \phi\left(\left\|X_{i}\right\|_{\psi_{1}}\right)\right] \tag{0.16}
\end{equation*}
$$

where $\phi(x):=(1-e \lambda x)^{-1}, \forall x \in\left[0,(e \lambda)^{-1}\right)$. Since $\phi$ is convex, we get, for every $0 \leq \lambda<$ $(e M)^{-1}$ where $M:=\max _{i}\left\|X_{i}\right\|_{\psi_{1}}$,

$$
\begin{equation*}
\psi_{\bar{X}_{n}}(\lambda) \leq \frac{K(e \lambda)^{2} \bar{v}^{2}}{\bar{v}-e \lambda \bar{\mu}} \leq \frac{K(e \lambda)^{2} \bar{v}}{1-e \lambda M} \tag{0.17}
\end{equation*}
$$

where $\bar{\mu}:=n^{-1} \sum_{i}\left\|X_{i}\right\|_{\psi_{1}}^{3} \leq M \bar{v}$. We denote by $\psi_{\bar{X}_{n}}^{*}$ the convex conjugate of $\psi_{\bar{X}_{n}}$ defined by

$$
\psi_{\bar{X}_{n}}^{*}(t):=\sup \left(t \lambda-\psi_{\bar{X}_{n}}(\lambda): \lambda \in\left[0, \lambda^{-1}\right)\right), \forall t \geq 0 .
$$

Using Markov's inequality and Equation (0.17), it is easy to get

$$
\mathbb{P}\left[\bar{X}_{n} \geq t\right] \leq \exp \left(-\psi_{\bar{X}_{n}}(t)\right) \leq \exp \left(\frac{-c n t^{2}}{\bar{v}+t M}\right)
$$

We obtain the same result for $-\bar{X}_{n}$ and then, the claim follows.

## 4. Self-bounded variables

Now, we come to another type of concentration's inequalities obtained using logarithmic Sobolev inequalities. We will restrict ourselves to recall the results from [1].

We begin by introducing some notation that is used throughout this section. We assume that $X_{1}, \ldots, X_{n}$ are independent r.v. taking values in a measurable space $\mathcal{X}$. Denote by $X_{1}^{n}$ the vector of these $n$ random variables. Let $f: \mathcal{X}^{n} \longmapsto \mathbb{R}$ be some measurable function. We are concerned with the concentration of

$$
Z:=f\left(X_{1}, \ldots, X_{n}\right)
$$

Throughout, $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ denote independent copies of $X_{1}, \ldots, X_{n}$, and we write

$$
Z^{(i)}:=f\left(X_{1}, \ldots, X_{i-1}, X_{i}^{\prime}, X_{i+1}, \ldots, X_{n}\right)
$$

Define the random variables $V_{+}$and $V_{-}$by

$$
V_{+}:=\mathbb{E}\left[\sum_{i}\left(Z-Z^{(i)}\right)^{2} \mathbb{I}_{Z>Z^{(i)}} \mid X_{1}^{n}\right] \text { and } V_{-}:=\mathbb{E}\left[\sum_{i}\left(Z-Z^{(i)}\right)^{2} \mathbb{I}_{Z<Z^{(i)}} \mid X_{1}^{n}\right]
$$

Theorem 0.11. For all $\theta>0$ and $\lambda \in(0,1 / \theta)$,

$$
\log \mathbb{E} \exp (\lambda(Z-\mathbb{E} Z)) \leq \frac{\lambda \theta}{1-\lambda \theta} \log \mathbb{E}\left[\exp \left(\frac{\lambda V_{+}}{\theta}\right)\right]
$$

and

$$
\log \mathbb{E} \exp (-\lambda(Z-\mathbb{E} Z)) \leq \frac{\lambda \theta}{1-\lambda \theta} \log \mathbb{E}\left[\exp \left(\frac{\lambda V_{-}}{\theta}\right)\right]
$$

Corollary 0.2. Assume that there exists a positive constant $c$ such that $V_{+} \leq c$ a.s.. Then, for all $t>0$,

$$
\mathbb{P}[Z>\mathbb{E} Z+t] \leq \exp \left(-t^{2} /(4 c)\right)
$$

Moreover, if $V_{-} \leq c$ a.s. then, for all $t>0$,

$$
\mathbb{P}[Z<\mathbb{E} Z-t] \leq \exp \left(-t^{2} /(4 c)\right)
$$

Corollary 0.3. Assume the random variable $V_{+}$to be such that there exists a positive constant $c$ such that for all $\lambda \in\left(0, c^{-1}\right)$,

$$
\log \mathbb{E}\left[\exp \left(\lambda\left(V_{+}-\mathbb{E} V_{+}\right)\right)\right] \leq \frac{\lambda^{2} c \mathbb{E} V_{+}}{1-c \lambda}
$$

Then,

$$
\mathbb{P}[Z>\mathbb{E} Z+t] \leq \exp \left(\frac{-t^{2}}{4 \mathbb{E} V_{+}+2(c+1) t / 3}\right)
$$

The same result holds for the lower tail when the Legendre transform of $V_{-}$satisfies the same type of inequality.

Theorem 0.12. Assume that there exist positive constants $a$ and $b$ such that

$$
V_{+} \leq a Z+b
$$

Then, for all $t>0$,

$$
\mathbb{P}[Z>\mathbb{E} Z+t] \leq \exp \left(\frac{-t^{2}}{4 a \mathbb{E} Z+4 b+2 a t}\right)
$$

Theorem 0.13. Assume that for some non-decreasing function $g$,

$$
V_{-} \leq g(Z)
$$

Then, for all $t>0$,

$$
\mathbb{P}[Z<\mathbb{E} Z-t] \leq \exp \left(\frac{-t^{2}}{4(e-1) \mathbb{E} g(Z)}\right)
$$

Theorem 0.14. Assume that for some non-decreasing function $g, V_{-} \leq g(Z)$ and for any value of $X_{1}^{n}$ and $X_{i}^{\prime},\left|Z-Z^{(i)}\right| \leq 1$ for all $i=1, \ldots, n$. Then, for all $t>0$, with $t \leq(e-1) \mathbb{E} g(Z)$ we have

$$
\mathbb{P}[Z<\mathbb{E} Z-t] \leq \exp \left(\frac{-t^{2}}{4 \mathbb{E} g(Z)}\right)
$$

Theorem 0.15. Assume that $f$ is nonnegative. Assume that there exists a random variable $W$, such that

$$
V_{+} \leq W Z
$$

Then, for all $\theta>0$ and $\lambda \in(0,1 / \theta)$,

$$
\log \mathbb{E} \exp (\lambda(\sqrt{Z}-\mathbb{E} \sqrt{Z})) \leq \frac{\lambda \theta}{1-\lambda \theta} \log \mathbb{E} \exp \left(\frac{\lambda W}{\theta}\right)
$$

Bounds for the upper tail probability of $Z$ may be derived using Theorem 0.15, since for any $\lambda>0$,

$$
\mathbb{P}[Z>\mathbb{E} Z+t] \leq \mathbb{E} \exp (\lambda(\sqrt{Z}-\mathbb{E} \sqrt{Z})) \exp (-\lambda x)
$$

for $x:=\sqrt{\mathbb{E} Z+t}-\sqrt{\mathbb{E} Z}$.
An immediate application of Corollary 0.2 is the well known McDiarmind inequality.
Theorem 0.16 (Bounded difference inequality). Assume that for all $i=1, \ldots, n$, there exists a constant $c_{i}$ such that

$$
\sup _{x_{1}, \ldots, x_{n}, x_{i}^{\prime}}\left|f\left(x_{1}, \ldots, x_{n}\right)-f\left(x_{1}, \ldots, x_{i-1}, x_{i}^{\prime}, x_{i+1}, \ldots, x_{n}\right)\right| \leq c_{i}
$$

Then, for all $t>0$,

$$
\mathbb{P}[Z>\mathbb{E} Z+t], \mathbb{P}[Z<\mathbb{E} Z-t] \leq \exp \left(\frac{-2 t^{2}}{\sum_{i} c_{i}^{2}}\right)
$$

## 5. Martingale inequalities

In this section, we recall three useful results of [12]. Recall that $L_{1}=L_{1}(\Omega, \mathcal{A}, \mathbb{P})$ is the space of all measurable functions $f$ on $\Omega$ such that $\mathbb{E}|f|<\infty$. Assume that we are given a filtration

$$
\{\emptyset, \Omega\}:=\mathcal{A}_{0} \subset \mathcal{A}_{1} \subset \cdots \subset \mathcal{A}_{n}=\mathcal{A}
$$

of sub- $\sigma$-algebras of $\mathcal{A}$. The symbol $\mathbb{E}^{\mathcal{A}_{i}}$ denotes the conditional operator w.r.t. $\mathcal{A}_{i}$. Given $f \in L_{1}$, we set, for each $i=1, \ldots, n$,

$$
d_{i}:=\mathbb{E}^{\mathcal{A}_{i}} f-\mathbb{E}^{\mathcal{A}_{i-1}} f
$$

so that $f-\mathbb{E} f=\sum_{i} d_{i} .\left(d_{i}: i \leq n\right)$ defines a so-called martingale difference sequence characterized by the property $\mathbb{E}^{\mathcal{A}_{i}} d_{i}=0, i \leq n$.

One of the typical martingale difference that we have in mind is a sequence ( $X_{i}: i \leq n$ ) of independent mean zero random variables for the filtration $\left(\mathcal{A}_{i}: i \leq n\right)$ defined by $\mathcal{A}_{i}:=\sigma\left(X_{1}, \ldots, X_{i}\right)$. Hence, all the results present for $f-\mathbb{E} f=\sum d_{i}$ can be applied to the sum $\sum X_{i}$.

Theorem 0.17. Assume that $\left\|d_{i}\right\|_{\infty}<\infty$ and let $a:=\left(\sum_{i=1}^{n}\left\|d_{i}\right\|_{\infty}^{2}\right)^{1 / 2}$. Then, for every $t>0$,

$$
\mathbb{P}[f-\mathbb{E} f>t] \leq \exp \left(-t^{2} /\left(2 a^{2}\right)\right)
$$

Theorem 0.18. Set $a:=\max _{i}\left\|d_{i}\right\|_{\infty}$ and $b \geq\left(\sum\left\|\mathbb{E}^{\mathcal{A}_{i-1} d_{i}^{2}}\right\|\right)^{1 / 2}$. Then, for every $t>0$,

$$
\mathbb{P}[f-\mathbb{E} f>t] \leq \exp \left[\frac{-t^{2}}{2 b^{2}}\left(2-\exp \left(a t / b^{2}\right)\right)\right]
$$

Theorem 0.19. Let $1<p<2$ and denote by $q$ its conjugate $\left(p^{-1}+q^{-1}=1\right)$. There exists a constant $c_{q}$ depending only on $q$ such that for $a:=\max _{i} i^{1 / p}\left\|d_{i}\right\|_{\infty}$ and any $t>0$

$$
\mathbb{P}[f-\mathbb{E} f>t] \leq \exp \left(-c_{q} t^{q} / a^{q}\right)
$$

## 6. Talagrand's concentration inequalities

In this section, we recall the very useful results on the concentration of supremum of sum of independent random variables due to M.Talagrand.

Theorem 0.20. There exists an absolute constant $K>0$ such that the following holds. Let $(\mathcal{X}, \sigma)$ be a measurable space, $\mathcal{F}$ be a set of real-valued functions defined on $\mathcal{X}$ and $X, X_{1}, \ldots, X_{n}$ be $n+1$ i.i.d. $\mathcal{X}$-valued random variables. Assume that $\mathbb{E} f(X)=0, \forall f \in \mathcal{F}$, that $\|\mathcal{F}\|_{\infty}:=\sup \left(\|f(X)\|_{\infty}: f \in \mathcal{F}\right)$ and $\sigma^{2}(\mathcal{F}):=\sup (\mathbb{V}(f(X)): f \in \mathcal{F})$ are finite. Denote

$$
Z:=\sup _{f \in \mathcal{F}} \frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right) \text { and } \bar{Z}:=\sup _{f \in \mathcal{F}}\left|\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)\right| .
$$

For every $x>0$ and $\alpha>0$, with probability greater than $1-\exp (-x)$,

$$
Z \leq(1+\alpha) \mathbb{E} Z+K \sigma(\mathcal{F}) \sqrt{\frac{x}{n}}+K\left(1+\alpha^{-1}\right) \frac{\|\mathcal{F}\|_{\infty} x}{n}
$$

For every $x$, with probability greater than $1-\exp (-x)$,

$$
Z \geq(1-\alpha) \mathbb{E} Z-K \sigma(\mathcal{F}) \sqrt{\frac{x}{n}}-K\left(1+\alpha^{-1}\right) \frac{\|\mathcal{F}\|_{\infty} x}{n}
$$

The same inequalities hold for $\bar{Z}$.

## 7. Exercises and related results

Exercise 0.1 (Stein's approximation method for Berry-Essen type theorem). Let ( $X_{i}$ : $i \geq 1$ ) be a sequence of i.i.d. mean zero random variables with variance 1. Let $d_{L}$ denote the Lipschitz distance for probability distribution defined by $d_{L}(P, Q):=\sup (|P h-Q h|:$ $h \in \operatorname{Lip})$ for any probability distribution $P$ and $Q$, where Lip is the set of all Lipschitz functions with Lipschitz constant 1. We have

$$
d_{L}\left(\mathcal{L}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i}\right), \mathcal{N}(0,1)\right) \leq \frac{5 \mathbb{E}\left|X_{1}\right|^{3}}{\sqrt{n}}, \forall n \in \mathbb{N}
$$

Proof.The proof is based on Stein's method which is at the heart of the approximation theory in probability. We present here the general scheme of this method together with the proof of the exercise (cf. Wikipedia article).

Stein's method is a way to bound the distance of two probability distributions in a specific probability metric. To be tractable with the method, the metric must be given in the form

$$
\begin{equation*}
d(P, Q):=\sup _{h \in \mathcal{H}}|P h-Q h|=\sup _{h \in \mathcal{H}}|\mathbb{E} h(W)-\mathbb{E} h(Y)|, \tag{0.18}
\end{equation*}
$$

where $P$ and $Q$ are two probability distributions on the measurable space $(\mathcal{X}, \sigma), W$ and $Y$ are random variables with probability distribution $P$ and $Q$ respectively and $\mathcal{H}$ is a set of functions from $\mathcal{X}$ to $\mathbb{R}$. This set has to be large enough, so that the above definition indeed yields a metric. Important examples are the total variation metric, where $\mathcal{H}$ consists of all the indicator functions of measurable sets, the Kolmogorov (uniform) metric, where $\mathcal{H}$ is the set of all the half-line indicator functions, and the Lipschitz (first order Wasserstein; Kantorovich) metric, where $\mathcal{H}$ is itself a metric space made of all Lipschitz-continuous functions with Lipschitz-constant 1. However, note that not every metric can be represented in the form 0.18 .

In what follows we think of $P$ as a complicated distribution (e.g. a sum of dependent random variables), which we want to approximate by a much simpler and tractable distribution $Q$ (e.g. the standard normal distribution to obtain a central limit theorem).

The Stein operator: We assume now that the distribution $Q$ is a fixed distribution; in what follows we shall in particular consider the case where $Q$ is the standard normal distribution, which serves as a classical example of the application of Stein's method.

First of all, we need an operator $\mathcal{A}$ which acts on a class $\mathcal{C}$ of functions $f$ from $\mathcal{X}$ to $\mathbb{R}$, and which 'characterizes' the distribution $Q$ in the sense that the following equivalence holds:

$$
\begin{equation*}
\mathbb{E}(\mathcal{A} f)(Y)=0, \forall f \in \mathcal{C} \Longleftrightarrow Y \text { has probability distribution } Q \tag{0.19}
\end{equation*}
$$

Such an operator is called the Stein operator. For the standard normal distribution $(\mathcal{N}(0,1))$, Stein's lemma exactly yields such an operator:

$$
\begin{equation*}
\mathbb{E}\left(Y f(Y)-f^{\prime}(Y)\right)=0, \forall f \in \mathcal{C}_{b}^{1} \Longleftrightarrow Y \sim \mathcal{N}(0,1) \tag{0.20}
\end{equation*}
$$

where $\mathcal{C}_{b}^{1}$ is the set of all continuously differentiable functions with bounded derivative. Thus, for the standard Gaussian probability distribution we can take

$$
\begin{equation*}
\mathcal{A} f(x)=x f(x)-f^{\prime}(x), \forall f \in \mathcal{C}_{b}^{1}, \forall x \in \mathbb{R} \tag{0.21}
\end{equation*}
$$

as a Stein Operator.
There are different ways to find Stein operators. But by far the most important one is via generators (cf. works of Barbour and Götze). Assume that $Z:=\left(Z_{t}\right)_{t \geq 0}$ is a (homogeneous) continuous time Markov process taking values in $\mathcal{X}$. If $Z$ has the stationary distribution $Q$ it is easy to see that, if $\mathcal{A}$ is the generator of $Z$, we have $\mathbb{E}(\mathcal{A} f)(Y)=0$ for
a large set of functions $f$. Thus, generators are natural candidates for Stein operators and this approach will also help us for later computations.

Setting up the Stein equation: Observe now that saying that $P$ is close to $Q$ with respect to $d$ is equivalent to saying that the difference of expectations in $(0.18)$ is close to 0 , and indeed if $P=Q$ it is equal to 0 . We hope now that the operator exhibits the same behavior: clearly if $P=Q$ we have $\mathbb{E}(\mathcal{A} f)(W)=0$ and hopefully if $P \approx Q$ we have $\mathbb{E}(\mathcal{A} f)(W) \approx 0$.

To make this statement rigorous we could find a function $f$, such that, for a given function $h$,

$$
\begin{equation*}
\mathbb{E}(\mathcal{A} f)(W)=\mathbb{E} h(W)-\mathbb{E} h(Y) \tag{0.22}
\end{equation*}
$$

so that the behavior of the right hand side is reproduced by the operator $\mathcal{A}$ and $f$. However, this equation is too general. We solve instead the more specific equation

$$
(\mathcal{A} f)(x)=h(x)-\mathbb{E} h(Y), \forall x
$$

which is called the Stein equation. Replacing $x$ by $W$ and taking expectation with respect to $W$, we are back to 0.22 , which is what we effectively want. Now all the effort is worth only if the left hand side of 0.22 is easier to bound than the right hand side. This is, surprisingly, often the case.

If $Q$ is the standard normal distribution and we use 0.21 , the corresponding Stein equation is

$$
x f(x)-f^{\prime}(x)=h(x)-\mathbb{E} h(Y), \forall x \in \mathbb{R}
$$

which is just an ordinary differential equation having for solution

$$
\begin{equation*}
f(x)=\exp \left(x^{2} / 2\right) \int_{-\infty}^{x}[h(s)-\mathbb{E} h(Y)] \exp \left(-s^{2} / 2\right) d s \tag{0.23}
\end{equation*}
$$

In particular, this solution satisfies

$$
\begin{equation*}
\|f\|_{\infty},\left\|f^{\prime}\right\|_{\infty},\left\|f^{\prime \prime}\right\|_{\infty} \leq c \max \left\{\|h\|_{\infty},\left\|h^{\prime}\right\|_{\infty}\right\} \tag{0.24}
\end{equation*}
$$

where this bound is of course only applicable if $h$ is differentiable (or at least Lipschitzcontinuous, which, for example, is not the case if we regard the total variation metric of the Kolmogorov metric). As the standard normal distribution has no extra parameters, in this specific case, the constants are free of additional parameters.

Note that, up to this point, we did not make use of the random variable $W$. So, the steps up to here in general have to be calculated only once for a specific probability distribution $Q$, metric $d$ and Stein operator $\mathcal{A}$.

Now, we turn to the proof of the Berry-Essen type of result for the Lipschitz distance. We set $W:=\sum_{i=1}^{n} X_{i}$. By a Taylor expansion, we get

$$
\left|\mathbb{E}\left(f^{\prime}(W)-W f(W)\right)\right| \leq n\left\|f^{\prime \prime}\right\|\left[(1 / 2) \mathbb{E}\left|X_{i}\right|^{3}+\mathbb{E}\left|X_{i}\right|^{2} \mathbb{E}\left|X_{i}\right|\right]
$$

We conclude with Equation 0.24 .

Exercise 0.2 (cf. [4]). Let $\psi$ be a Young-Orlicz modulus. By convexity, $\psi$ has a right derivative in every point $x \geq 0$, we set $\Psi(x):=\psi^{\prime}\left(x^{+}\right)$. Assume that $\Psi$ is unbounded and $\Psi(x)$ tends to zero when $x$ tends to zero. Denote $\Phi(y):=\inf (x \geq 0: \Psi(x) \geq y)$ and $\phi(y):=\int_{0}^{y} \Phi(t) d t$.
(1) $\phi$ is a Young-Orlicz modulus;
(2) $\forall x, y \geq 0, x y \leq \psi(x)+\phi(y)$.

In particular, for all $x, y \geq 0$,

$$
x y \leq \exp \left(x^{2} / \beta^{2}\right)-1+\beta y \log ^{1 / 2}(1+y)
$$

Exercise 0.3. Let $X \in L_{\psi_{2}}$. We have $\left\|X^{2}\right\|_{\psi_{1}}=\|X\|_{\psi_{2}}$ and $\|X\|_{\psi_{2}} \leq \mathbb{E} \exp \left(X^{2}\right)$. If $X \sim \mathcal{N}(0,1)$ then $\|X\|_{\psi_{2}} \leq \sqrt{8 / 3}$.

Exercise 0.4 (Bernoulli estimate and Chernoff's bound). Let $\delta_{1}, \ldots, \delta_{n}$ be $n$ i.i.d. Bernoulli random variables with mean $\delta$ (also called selectors). Chernoff's bound says that for every $t>0$,

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} \delta_{i}-\delta \geq t\right], \mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} \delta_{i}-\delta \leq-t\right] \leq \exp \left(-n h_{\delta}(t)\right)
$$

where $h_{\delta}(t):=(1-\delta-t) \log \left(\frac{1-\delta-t}{1-\delta}\right)+(\delta+t) \log \left(\frac{\delta+t}{\delta}\right)$.
Let $\left(A_{i}: i \geq 1\right)$ be a sequence of independent sets such that $a:=\sum_{i} \mathbb{P}\left(A_{i}\right)<\infty$. For every $n$, the Bernoulli estimate says that

$$
\mathbb{P}\left[\sum_{i} \mathbb{I}_{A_{i}} \geq n\right] \leq \frac{a^{n}}{n!} \leq\left(\frac{e a}{n}\right)^{n}
$$

Proof.We use the classical Cramer-Chernoff method to obtain, for all $t>0$,

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} \delta_{i}-\delta \geq t\right] \leq \exp \left(-\psi_{\bar{\delta}_{n}}^{\frac{*}{n}}(t)\right)
$$

where $\psi_{\bar{\delta}_{n}}^{*}$ is the convex conjugate of the Legendre transform of $\bar{\delta}_{n}:=n^{-1} \sum_{i=1}^{n} \delta_{i}-\delta$ defined by $\psi_{\bar{\delta}_{n}}(\lambda):=\log \mathbb{E} \exp \left(\lambda \bar{\delta}_{n}\right)$. Using independence, we have $\psi_{\bar{\delta}_{n}}(\lambda)=n \psi_{\delta_{1}-\delta}(\lambda / n)$ and so $\psi_{\delta_{n}}^{*}=n \psi_{\delta_{1}-\delta}^{*}(\lambda)$, for all $\lambda>0$. It is easy to get, for every $\lambda \geq 0$,

$$
\psi_{\delta_{1}-\delta}(\lambda)=\log (\delta \exp (\lambda)+1-\delta)-\lambda \delta
$$

and, for every $0 \leq t<1-\delta$,

$$
\psi_{\delta_{1}-\delta}^{*}(t)=(1-\delta-t) \log \left(\frac{1-\delta-t}{1-\delta}\right)+(\delta+t) \log \left(\frac{\delta+t}{\delta}\right)
$$

We also have, for every $\delta<t \leq 1$,

$$
\psi_{\delta_{1}}^{*}(t)=(1-t) \log \left(\frac{1-t}{1-\delta}\right)+t \log \left(\frac{t}{\delta}\right)
$$

Now, we turn to the proof of the Bernoulli estimate. Using the union-bound and the independence, we get

$$
\begin{aligned}
\mathbb{P}\left[\sum_{i} \mathbb{I}_{A_{i}} \geq n\right] & =\mathbb{P}\left[\cup_{i_{1}<\ldots<i_{n}} A_{i_{1}} \cap \ldots \cap A_{i_{n}}\right] \leq \sum_{i_{1}<\ldots<i_{n}} \prod_{j=1}^{n} \mathbb{P}\left(A_{j}\right) \\
& =\frac{1}{n!} \sum_{i_{1} \neq \cdots \neq i_{n}} \prod_{j} \mathbb{P}\left(A_{i_{j}}\right) \leq \frac{1}{n!} \sum_{\left(i_{1}, \ldots, i_{n}\right)} \prod_{j} \mathbb{P}\left(A_{i_{j}}\right) \leq \frac{a^{n}}{n!}
\end{aligned}
$$

We conclude with Stirling's formula.
Exercise 0.5 (Borell's inequality). Let $\left(X_{t}: t \in T\right)$ be a centered Gaussian process then, for every $x>0$,

$$
\mathbb{P}\left[\sup _{t \in T} X_{t} \geq \operatorname{Med}\left(\sup _{t \in T} X_{t}\right)+x\right] \leq \mathbb{P}[G>x]
$$

where $G$ is a standard Gaussian variable and Med denotes the median.
Exercise 0.6. Let $a_{1}, \ldots, a_{n}$ be $n$ real numbers and $\epsilon_{1}, \ldots, \epsilon_{n}$ be $n$ independent Rademacher. Then,

$$
\left\|\sum_{i=1}^{n} a_{i} \epsilon_{i}\right\|_{\psi_{2}} \leq \sqrt{6}\|a\|_{2}
$$

Proof.First, note that for every $x \in \mathbb{R}, \exp (x)+\exp (-x) \leq 2 \exp \left(x^{2} / 2\right)$. Now, using the symmetry of $\sum_{i} a_{i} \epsilon_{i}$, we have, for every $\lambda>0$,

$$
\begin{aligned}
\mathbb{E} \exp \left(\lambda\left|\sum_{i} a_{i} \epsilon_{i}\right|\right) & \leq 2 \mathbb{E} \exp \left(\lambda \sum_{i} a_{i} \epsilon_{i}\right) \leq 2 \prod_{i} \frac{\exp \left(\lambda a_{i}\right)+\exp \left(-\lambda a_{i}\right)}{2} \\
& \leq 2 \exp \left(\lambda^{2}\|a\|_{2}^{2}\right) .
\end{aligned}
$$

We finish the proof with Proposition 0.2 .
Exercise 0.7. Let $Z$ be a nonnegative random variable such that there exists $c>0$ satisfying

$$
\mathbb{P}[Z-\mathbb{E} Z \geq m \mathbb{E} Z] \leq c^{-1} \exp (-c m)
$$

Then, for every $1<p<\infty$, there exists $c_{p}$ such that

$$
c_{p}\left(\mathbb{E} Z^{p}\right)^{1 / p} \leq \mathbb{E} Z \leq\left(\mathbb{E} Z^{p}\right)^{1 / p}
$$

Proof.Let $1<p<\infty$. Jensen inequality yields $\mathbb{E} Z \leq\left(\mathbb{E} Z^{p}\right)^{1 / p}$. Set $a:=\mathbb{E} Z$. We have

$$
\begin{aligned}
\mathbb{E} Z^{p} & =\mathbb{E} Z^{p} \mathbb{I}_{Z \leq a}+\sum_{k=1}^{\infty} \mathbb{E} Z^{p} \mathbb{I}_{k a<Z \leq(k+1) a} \\
& \leq a^{p}+\sum_{k \geq 1}(k+1)^{p} a^{p} \mathbb{P}[Z>k a] \\
& \leq a^{p}+c^{-1} a^{p} \sum_{k \geq 1}(k+1)^{p} \exp (-c(k-1)) \leq c_{p}^{\prime} a^{p} .
\end{aligned}
$$

Exercise 0.8 (Rosenthal's inequality, cf. [9). Let $p \geq 1$ and $X_{1}, \ldots, X_{n}$ be independent random variables with finite $p$-th moment. There exists constants $A_{p}$ and $B_{p}$ that grow like $p / \log p$ as $p \rightarrow \infty$ such that:
if $X_{1}, \ldots, X_{n}$ are symmetric then, for $p>2$,
$\max \left(\left\|\sum_{i} X_{i}\right\|_{2},\left(\sum_{i}\left\|X_{i}\right\|_{p}^{p}\right)^{1 / p}\right) \leq\left\|\sum_{i=1}^{n} X_{i}\right\|_{p} \leq A_{p} \max \left(\left\|\sum_{i} X_{i}\right\|_{2},\left(\sum_{i}\left\|X_{i}\right\|_{p}^{p}\right)^{1 / p}\right) ;$
if the $X_{1}, \ldots, X_{n}$ are nonnegative then,
$\max \left(\left\|\sum_{i} X_{i}\right\|_{1},\left(\sum_{i}\left\|X_{i}\right\|_{p}^{p}\right)^{1 / p}\right) \leq\left\|\sum_{i=1}^{n} X_{i}\right\|_{p} \leq B_{p} \max \left(\left\|\sum_{i} X_{i}\right\|_{1},\left(\sum_{i}\left\|X_{i}\right\|_{p}^{p}\right)^{1 / p}\right)$.
Let $p \geq 1$ and $Y_{1}, \ldots, Y_{n}$ be random variables such that $\mathbb{E} Y_{i}^{p}=1, \forall i$. There exists constants $C_{p}$ and $D_{p}$ that grow like $p / \log p$ as $p \rightarrow \infty$ such that:
if $Y_{1}, \ldots, Y_{n}$ are symmetrically exchangeable (i.e. the vectors $\left(Y_{1}, \ldots, Y_{n}\right)$ and $\left(\epsilon_{1} Y_{\pi(1)}, \ldots, \epsilon_{n} Y_{\pi(n)}\right)$ have the same probability distribution for every permutation $\pi$ ) then, for $p \geq 2$ and every vector $a=\left(a_{1}, \ldots, a_{n}\right)^{t} \in \mathbb{R}^{n}$, then,

$$
\max \left(C n^{-1 / 2}\|a\|_{2},\|a\|_{p}^{p}\right) \leq\left\|\sum_{i=1}^{n} a_{i} Y_{i}\right\|_{p} \leq C_{p} \max \left(C n^{-1 / 2}\|a\|_{2},\|a\|_{p}^{p}\right)
$$

where $C:=\left\|\left(\sum_{i}\left|Y_{i}\right|^{2}\right)^{2}\right\|_{p}$.
if the $X_{1}, \ldots, X_{n}$ are nonnegative exchangeable then, for every vector of nonnegative scalars $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}_{+}^{n}$,

$$
\max \left(C n^{-1 / 2}\|a\|_{1},\|a\|_{p}^{p}\right) \leq\left\|\sum_{i=1}^{n} a_{i} Y_{i}\right\|_{p} \leq C_{p} \max \left(C n^{-1 / 2}\|a\|_{1},\|a\|_{p}^{p}\right)
$$

where $C:=\left\|\sum_{i} Y_{i}\right\|_{p}$.
Exercise 0.9 (Paley-Zygmund, cf.[2]). Let $X$ be a nonnegative random variable such that $0<\mathbb{E} X^{q}<\infty$ for some $q>0$. Then, for any $0 \leq \lambda \leq 1$ and $0<p \leq q<\infty$, we have

$$
\mathbb{P}\left[X \geq \lambda\|X\|_{p}\right] \geq\left(\left(1-\lambda^{p}\right)\left(\frac{\|X\|_{p}}{\|X\|_{q}}\right)^{p / q}\right)^{\frac{q}{q-p}}
$$

Proof.Let $0<\lambda<1$. By Hölder inequality, we have

$$
\mathbb{E} Z^{p}=\mathbb{E} Z^{p} \mathbb{I}_{Z \leq \lambda\|Z\|_{p}}+\mathbb{E} Z^{p} \mathbb{I}_{Z>\lambda\|Z\|_{p}} \leq\left(\lambda\|Z\|_{p}\right)^{p}+\left(\mathbb{E} Z^{q}\right)^{p / q} \mathbb{P}\left[Z>\lambda\|Z\|_{p}\right]^{\frac{q-p}{p}}
$$

The claim follows easily.

Exercise 0.10 (Hoffmann-J $\phi$ rgensen, cf. [12]). Let $(B,\|\cdot\|)$ be separable Banach space, $0<p<\infty$ and let $X_{1}, \ldots, X_{n}$ be independent random variables in $L_{p}(B)$. Set $S_{k}=$ $\sum_{i=1}^{k} X_{i}, k \leq n$. Then, for

$$
t_{0}:=\inf \left\{t>0: \mathbb{P}\left[\max _{k \leq n}\left\|S_{k}\right\|>t\right] \leq 2^{-2 p-1}\right\}
$$

we have

$$
\mathbb{E} \max _{k \leq n}\left\|S_{k}\right\|^{p} \leq 2^{2 p+1} \mathbb{E} \max _{i \leq n}\left\|X_{i}\right\|^{p}+2\left(4 t_{0}\right)^{p}
$$

If, moreover, the $X_{i}$ 's are symmetric and $t_{0}:=\inf \left\{t>0: \mathbb{P}\left[\left\|S_{n}\right\|>t\right] \leq\left(8 \cdot 3^{p}\right)^{-1}\right\}$, then

$$
\mathbb{E}\left\|S_{n}\right\|^{p} \leq 2 \cdot 3^{p} \mathbb{E} \max _{i \leq n}\left\|X_{i}\right\|^{p}+2\left(3 t_{0}\right)^{p}
$$

Exercise 0.11 (Khintchine's inequality by the hyper-contractivity argument, cf. [2]). Let $x_{1}, \ldots, x_{n}$ be $n$ real numbers and $\epsilon_{1}, \ldots, \epsilon_{n}$ be independent Rademacher variables. Then,

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}\right\|_{2} \leq \sqrt{3}\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}\right\|_{1}
$$

Proof.Set $Z=\sum \epsilon_{i} x_{i}$. We have, for every $\alpha=2 / 3$,

$$
\begin{align*}
\mathbb{E} Z^{2} & =\mathbb{E}|Z|^{\alpha}|Z|^{2-\alpha} \leq\left\||Z|^{\alpha}\right\|_{1 / \alpha}\left\||Z|^{2-\alpha}\right\|_{1 /(1-\alpha)} \\
& =[\mathbb{E}|Z|]^{\alpha}\left[\mathbb{E}|Z|^{\frac{2-\alpha}{1-\alpha}}\right]^{1-\alpha}=[\mathbb{E}|Z|]^{2 / 3}\left[\mathbb{E}|Z|^{4}\right]^{1 / 3} \tag{0.25}
\end{align*}
$$

A simple computation yields $\mathbb{E} Z^{4} \leq 3\left(\mathbb{E} Z^{2}\right)^{2}$. The claim follows by plugging the last inequality in Equation 0.25 .

Exercise 0.12 (Khintchine's inequality, cf. [2]). Let $F$ be vector space endowed with a norm. Let $\left\{x_{i}\right\}$ be a countable set of elements in $F$ and $\left\{\epsilon_{i}: i \in \mathbb{N}\right\}$ be a set of independent Rademacher variables. Then, for any $1<p<q<\infty$,

$$
\left\|\sum \epsilon_{i} x_{i}\right\|_{p} \leq\left\|\sum \epsilon_{i} x_{i}\right\|_{q} \leq\left(\frac{q-1}{p-1}\right)^{1 / 2}\left\|\sum \epsilon_{i} x_{i}\right\|_{p}
$$

where $\|X\|_{p}:=\left(\mathbb{E}\|X\|^{p}\right)^{1 / P}$ for any $F$-value random variable $X$.

Exercise 0.13 (Latala's results on the $L_{p}$ moments of sum of independent r.v., cf. [11]). Let $X_{1}, \ldots, X_{n}$ be a sequence of independent real random variables and let $S:=\sum X_{i}$. We want precise bound on $\|S\|_{p}:=\left(\mathbb{E}\left|\sum_{i} X_{i}\right|^{p}\right)^{1 / p}$ for every $p>0$. We introduce the following Orlicz-norm

$$
\left|\left\|\left(X_{i}\right)\right\|\right|_{p}:=\inf \left\{t>0: \sum_{i=1}^{n} \log \left(\phi_{p}\left(\frac{X_{i}}{t}\right)\right) \leq p\right\}
$$

where $\phi_{p}(x):=\mathbb{E} \varphi_{p}(X)$ and $\varphi_{p}(x):=|1+x|^{p}$.
If the $X_{i}$ 's are nonnegative then,

$$
\frac{e-1}{2 e^{2}}\left|\left\|\left(X_{i}\right)\right\|\right|_{p} \leq\|S\|_{p} \leq e\left|\left\|\left(X_{i}\right)\right\|\right|_{p}, \text { for } p \geq 1
$$

and

$$
\frac{(e-1)^{1 / p}}{2 e^{2}}\left|\left\|\left(X_{i}\right)\right\|\right|_{p} \leq\|S\|_{p} \leq e\left|\left\|\left(X_{i}\right)\right\|\right|_{p}, \text { for } p \leq 1
$$

If the $X_{i}$ 's are symmetric then, for $p \geq 2$,

$$
\begin{equation*}
\frac{e-1}{2 e^{2}}\left|\left\|\left(X_{i}\right)\right\|\right|_{p} \leq\|S\|_{p} \leq e\left|\left\|\left(X_{i}\right)\right\|\right|_{p}, \text { for } p \leq 1 . \tag{0.26}
\end{equation*}
$$

If $X, X_{1}, \ldots, X_{n}$ are i.i.d. and nonnegative then, for $p \geq 1$,

$$
\|S\|_{p} \sim \sup \left\{\frac{p}{s}\left(\frac{n}{p}\right)^{1 / s}\|X\|_{s}: \max (1, p / n) \leq s \leq p\right\}
$$

If $X, X_{1}, \ldots, X_{n}$ are i.i.d. and symmetric then, for $p \geq 2$,

$$
\|S\|_{p} \sim \sup \left\{\frac{p}{s}\left(\frac{n}{p}\right)^{1 / s}\|X\|_{s}: \max (1, p / n) \leq s \leq p\right\} .
$$

Note that for $X_{1}, \ldots, X_{n}$ independent, mean zero random variables and $\epsilon_{1}, \ldots, \epsilon_{n}$ independent Rademacher random variables independent of the $X_{i}$ 's, we have

$$
\frac{1}{2}\left\|\sum X_{i}\right\|_{p} \leq\left\|\sum \epsilon_{i} X_{i}\right\|_{p} \leq 2\left\|\sum X_{i}\right\|_{p}
$$

Hence, we obtain Result (0.26) for mean zero r.v. by setting $\phi_{p}\left(X_{i}\right)=\phi_{p}\left(\epsilon_{i} X_{i}\right)=\mathbb{E} \tilde{\varphi}_{p}\left(X_{i}\right)$ where $\tilde{\varphi}_{p}(x):=(1 / 2)\left(\varphi_{p}(x)+\varphi_{p}(-x)\right)$.

Finally, Result (0.26) can be obtained for $p<2$ thanks to Khintchine inequality saying that, for symmetric r.v. $X_{1}, \ldots, X_{n}$,

$$
c_{p}\left\|\left(\sum X_{i}^{2}\right)^{1 / 2}\right\|_{p} \leq\left\|\sum X_{i}\right\|_{p} \leq\left\|\left(\sum X_{i}^{2}\right)^{1 / 2}\right\|_{p} .
$$

Exercise 0.14 (norms in $\mathbb{R}^{n}$ ). interpolated norms, $\psi_{\alpha}^{n}$-norm,
Exercise 0.15 ([10]). Let $\alpha \geq 1$ and $p \geq \alpha$. There exists a constant $c_{\alpha, p}>0$, depending only on $\alpha$ and $p$, such that the following holds. Let $X_{1}, \ldots, X_{n}$ be $\psi_{\alpha}$ random variables and let $X_{1}^{*}, \ldots, X_{n}^{*}$ be the non-increasing rearrangement of the absolute values of the $X_{i}$ 's. Then,

$$
\mathbb{E}\left(\frac{1}{k} \sum_{i=1}^{k} X_{i}^{* p}\right)^{1 / p} \leq \log ^{1 / \alpha}\left(\frac{c_{\alpha, p} n}{k}\right)
$$

Proof.Since the $X_{i}$ 's are $\psi_{\alpha}$ r.v. then,

$$
\mathbb{E}\left(\frac{1}{k} \sum_{i=1}^{k} \exp \left(X_{i}^{* \alpha}\right)\right) \leq \mathbb{E}\left(\frac{1}{k} \sum_{i=1}^{n} \exp \left(\left|X_{i}\right|^{\alpha}\right)\right) \leq \frac{c n}{k} .
$$

For every $a_{1}, \ldots, a_{n}$ real numbers such that $a_{i} \geq(p / \alpha-1)^{p / \alpha}:=c_{0}, \forall i$. Since $x \longmapsto$ $\exp \left(x^{\alpha / p}\right)$ is convex on $\left[c_{0}, \infty\right)$, we have

$$
\exp \left[\left(\frac{1}{k} \sum_{i=1}^{k} a_{i}^{p}\right)^{\alpha / p}\right] \leq \frac{1}{k} \sum_{i=1}^{k} \exp \left(a_{i}^{\alpha}\right) .
$$

Repacing $X_{i}^{*}$ by $\max \left(X_{i}^{*}, c_{0}\right)$, we get

$$
\mathbb{E} \exp \left[\left(\frac{1}{k} \sum_{i=1}^{k} X_{i}^{* p}\right)^{\alpha / p}\right] \leq \mathbb{E}\left(\frac{1}{k} \sum_{i=1}^{k} \exp \left(X_{i}^{* \alpha}+c_{0}^{\alpha}\right)\right) \leq \frac{c_{\alpha, p} n}{k} .
$$

The claim follows by using the concavity of the logarithm, the convexity of $x \longmapsto|x|^{\alpha}$ and Jensen's inequality.

Exercise 0.16 (Gaussian variables). Let $g_{1}, \ldots, g_{n}$ be standard Gaussian variables $\mathcal{N}(0,1)$ and let $g_{1}^{*}, \ldots, g_{n}^{*}$ be the non-increasing rearrangement of the absolute values of the $g_{i}$ 's. Then,
$\mathbb{E} \max _{1 \leq i \leq n} \frac{g_{i}}{\sqrt{i+1}} \leq c_{0}, \mathbb{E} g_{i}^{*},\left\|g_{i}^{*}\right\|_{\psi_{2}},\left\|g_{i}^{*}\right\|_{L_{p}}$
Let $X \sim \mathcal{N}_{n}\left(0, I_{n}\right)$ be a standard Gaussian variable with values in $\mathbb{R}^{n} .\left(\mathbb{E}|X|^{p}\right)^{1 / p} \sim$ $\left(\mathbb{E}|X|^{2}\right)^{1 / 2}$ if $p \leq n$ and $\left(\mathbb{E}|X|^{p}\right)^{1 / p} \sim p^{1 / 2}$ if $p \geq n$.

Counter-example of a $\psi_{1}$ vector which is not a ...........? Take $g \sim \mathcal{N}(0,1)$ and $X \sim \mathcal{N}_{n}(0,1)$ and set $Y:=g X$. Then $\left(\mathbb{E}|Y|^{p}\right)^{1 / p} /\left(\mathbb{E}|Y|^{2}\right)^{1 / 2}$ tends to infinity.

Moreover, if the $g_{i}$ 's are independent then,

$$
\mathbb{E} g_{i}^{*} \geq c_{0} \sqrt{\log ((2 k) / i)}, \forall i \leq n / 2 \text { and } \mathbb{E} g_{i}^{*} \geq 1-\frac{i}{k+1}, \forall n / 2 \leq i \leq n
$$

this result can be found in [6].
Exercise 0.17. For all integers $D$ and $N$ with $1 \leq D \leq N$, the following inequality holds

$$
\begin{equation*}
\sum_{i=1}^{D}\binom{N}{i} \leq\left(\frac{e N}{D}\right)^{D} \tag{0.27}
\end{equation*}
$$

Proof.The right-hand side being increasing with respect to $D$, it is larger than $(\sqrt{2 e})^{n}>$ $2^{n}$ when $D \geq n / 2$. Thus Equation (0.27) is trivial whenever $D \geq n / 2$. We assume now that $D<n / 2$. Take $S$ to be a r.v. with Binomial distribution $\operatorname{Bin}(N, 1 / 2)$. Chernoff's inequality (cf. Exercise 0.4) implies that

$$
\begin{aligned}
\sum_{i=1}^{D}\binom{N}{i} & =2^{N} \mathbb{P}[S \leq D] \leq \exp \left(N \log 2-N h_{1 / 2}(D / N-\delta)\right) \\
& \leq \exp (N(D / N-(D / N) \log (D / N)))
\end{aligned}
$$

where $h_{1 / 2}$ is defined in Exercise 0.4 and satisfies $h_{1 / 2}(1-x) \geq \log 2+x-x \log x, \forall x<1$. This concludes the proof.

Exercise 0.18 (Hoeffding's inequality). Let $X_{1}, \ldots, X_{n}$ be independent random variables such that $a_{i} \leq X_{i} \leq b_{i}, \forall i$. Then, for every $t>0$,

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} X_{i}-\mathbb{E} X_{i} \geq t\right], \mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} X_{i}-X_{i} \geq t\right] \leq \exp \left(\frac{-2 n^{2} t^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right) .
$$

Proof.Let $Y$ be a mean zero random variable such that $a \leq Y \leq b$ a.s. and $\lambda \geq 0$. By convexity, for any $x \in[a, b], \exp (\lambda x) \leq \frac{x-a}{b-a} \exp (\lambda b)+\frac{b-x}{b-a} \exp (\lambda a)$. Thus,

$$
\mathbb{E} \exp (\lambda Y) \leq \frac{b}{b-a} \exp (\lambda a)-\frac{a}{b-a} \exp (\lambda b) \leq \exp (\phi(\lambda(b-a)))
$$

where $\phi(u):=-p u+\log (1-p+p \exp (u))$ for $p=-a /(b-a)$. It is easy to see that $\phi^{\prime}(0)=0$ and $\phi^{\prime \prime}(u) \leq 1 / 4$. By a Taylor expansion, we get, for some $\theta \in[0, \lambda(b-a)]$, $\phi(\lambda(b-a))=\phi(0)+\lambda(b-a) \phi^{\prime}(0)+\left(\lambda^{2}(b-a)^{2} / 2\right) \phi^{\prime \prime}(\theta) \leq \lambda^{2}(b-a)^{2} / 8$. We conclude with the classical Cramer-Chernoff method.

Exercise 0.19 (Hoeffding-Azuma's inequality). Let $\left(X_{n}\right)_{n \geq 1}$ be a martingale with bounded differences $\left(\left|X_{k}-X_{k-1}\right| \leq c_{k}, \forall k\right)$. Then, for any integer $n$ and any real number $t>0$,

$$
\mathbb{P}\left[X_{n}-X_{0}>t\right] \leq \exp \left(\frac{-t^{2}}{2 \sum_{i=1}^{n} c_{i}}\right)
$$

Exercise 0.20 (Einmahl and Masson, cf. [5]). Let $X_{1}, \ldots, X_{n}$ be independent nonnegative random variables such that $\mathbb{E} X_{i}^{2} \leq \sigma^{2}$ then, for any $t>0$,

$$
\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\mathbb{E} X_{i}-X_{i}\right) \geq t\right] \leq \exp \left(\frac{-t^{2}}{2 \sigma^{2}}\right)
$$

Proof.For any $x \geq 0, \exp (-x) \leq 1-x+x^{2} / 2$. Thus, for any $i=1, \ldots, n$ and $t>0$,

$$
\mathbb{E} \exp \left(-t X_{i}\right) \leq \mathbb{E}\left(1-t X_{i}+t^{2} X_{i}^{2} / 2\right) \leq \exp \left(-t \mathbb{E} X_{i}+t^{2} \mathbb{E} X_{i}^{2} / 2\right)
$$

Thus, for every $\lambda>0$,
$\mathbb{P}\left[\frac{1}{n} \sum_{i=1}^{n}\left(\mathbb{E} X_{i}-X_{i}\right) \geq t\right] \leq \exp (-\lambda t) \prod_{i=1}^{n} \mathbb{E} \exp \left((\lambda / n)\left(\mathbb{E} X_{i}-X_{i}\right)\right) \leq \exp \left(-\lambda t+\left(\lambda^{2} / 2 n\right) \sigma^{2}\right)$.
The claim follows by optimizing the last equation in $\lambda$.
Exercise 0.21 (Maximal inequality for $\psi_{2}$ r.v.). There exists an absolute constant $c>0$ such that the following holds. Let $X_{1}, \ldots, X_{n}$ be $\psi_{2}$ random variables such that $\max _{i}\left\|X_{i}\right\|_{\psi_{2}} \leq$ $\sigma$. Then,

$$
\mathbb{E} \max _{i=1, \ldots, n}\left|X_{i}\right| \leq c \sigma \sqrt{\log (n)}
$$

Proof.By Jensen, for any $\lambda>0$,

$$
\exp \left(\lambda \mathbb{E} \max _{i}\left|X_{i}\right|\right) \leq \mathbb{E} \exp \left(\lambda \max _{i}\left|X_{i}\right|\right) \leq \mathbb{E} \sum_{i} \exp \left(\lambda\left|X_{i}\right|\right) \leq c_{1} n \exp \left(c_{0} \lambda^{2} \sigma^{2}\right)
$$

Thus, $\mathbb{E} \max _{i}\left|X_{i}\right| \leq \frac{\log \left(c_{1} n\right)}{\lambda}+c_{0} \lambda \sigma^{2}$. The claim follows by optimizing in $\lambda$.
Exercise 0.22. Let $X \in L_{\psi_{\alpha}}$ and $X_{1}, \ldots, X_{n}$ be $n$ i.i.d. copies of $X$. Then, w.h.p.

$$
\left\|\left(X_{i}\right)_{1}^{n}\right\|_{\psi_{\alpha}^{n}} \leq c_{0}\|X\|_{\psi_{\alpha}}
$$

Exercise 0.23 (cf. [1]). Let $(B,\|\cdot\|)$ be a separable Banach space and let $X_{1}, \ldots, X_{n}$ be i.i.d. $B$-valued random variables such that $\left\|X_{1}\right\| \leq 1$ almost surely. Let $\epsilon_{1}, \ldots, \epsilon_{n}$ be independent Rademacher variables. Set

$$
Z:=\mathbb{E}\left[\left\|\sum_{i=1}^{n} \epsilon_{i} X_{1}\right\| \mid X_{1}^{n}\right]
$$

For any $t>0$,

$$
\mathbb{P}[Z \geq \mathbb{E} Z+t] \leq \exp \left(\frac{-t^{2}}{4 \mathbb{E} Z+2 t}\right) \text { and } \mathbb{P}[Z \leq \mathbb{E} Z-t] \leq \exp \left(\frac{-t^{2}}{4(e-1) \mathbb{E} Z}\right)
$$

Proof. We consider the function $f: B^{n} \longmapsto \mathbb{R}$ defined by $f\left(x_{1}^{n}\right):=\mathbb{E}\left\|\sum_{i} \epsilon_{i} x_{i}\right\|$. We have $Z=f\left(X_{1}^{n}\right)$. Let $X_{1}^{\prime}, \ldots, X_{n}^{\prime}$ be $n$ independent copies of $X_{1}, \ldots, X_{n}$ and set $Z^{(i)}:=f\left(X_{1}, \ldots, X_{i-1}, X_{i}^{\prime}, X_{i+1}, \ldots, X_{n}\right)$ for every $i=1, \ldots, n$.

Lemma 0.2. Let $\left(x_{n}\right)_{n \geq 1}$ be a sequence in $B$ and $\left(\epsilon_{n}\right)_{n \geq 1}$ be a sequence of independent Rademacher random variables. Then, the sequence $\left(\mathbb{E}\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}\right\|: n \geq 1\right)$ is nondecreasing.

Proof.Let $n$ be an integer. Let $\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in\{-1,1\}^{n}$. By convexity of the norm, we have

$$
\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}\right\| \leq \frac{1}{2}\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}+x_{n+1}\right\|+\frac{1}{2}\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}-x_{n+1}\right\|=\mathbb{E}_{\epsilon_{n+1}}\left\|\sum_{i=1}^{n} \epsilon_{i} x_{i}+\epsilon_{n+1} x_{n+1}\right\|
$$

The claim follows by taking the expectation in the last equation w.r.t. $\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)$.
Using Lemma 0.2, we have

$$
Z^{(i)} \geq \mathbb{E}\left[\left\|\sum_{j=1, j \neq i}^{n} \epsilon_{j} X_{j}\right\| \mid X_{1}^{n}\right]
$$

and, since the $X_{i}$ 's are bounded, $Z-Z^{(i)} \leq 1$.
Moreover, let $D$ denote a dense countable set in the unit ball of the dual $B^{*}$ of $B$. For every choice of $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right) \in\{-1,1\}^{n}$, the Hahn-Banach theorem implies that there exists some element $v_{\epsilon} \in D$ such that

$$
\left\|\mid \sum_{j=1}^{n} \epsilon_{j} X_{j}\right\|=\left\langle v_{\epsilon}, \sum_{j=1}^{n} \epsilon_{j} X_{j}\right\rangle
$$

and for the same realization of the Rademacher variables,

$$
\left\|\sum_{j=1, j \neq i}^{n} \epsilon_{j} X_{j}\right\| \geq\left\langle v_{\epsilon}, \sum_{j=1, j \neq i}^{n} \epsilon_{j} X_{j}\right\rangle
$$

Hence, conditionally to $X_{1}^{n}$, we have

$$
\begin{aligned}
\sum_{i=1}^{n}\left(Z-Z^{(i)}\right)^{2} \mathbb{I}_{Z>Z^{(i)}} & \leq \sum_{i=1}^{n} \mathbb{E}_{\epsilon}\left\|\sum_{j=1}^{n} \epsilon_{j} X_{j}\right\|-\mathbb{E}_{\epsilon}\left\|\sum_{j=1, j \neq i}^{n} \epsilon_{j} X_{j}\right\| \\
& \leq \mathbb{E}_{\epsilon} \sum_{i=1}^{n}\left\langle v_{\epsilon}, \epsilon_{i} X_{i}\right\rangle=\mathbb{E}_{\epsilon}\left\|\sum_{i=1}^{n} \epsilon_{i} X_{i}\right\|
\end{aligned}
$$

The first part of the claim follows by applying Theorem 0.12 with $a=1$ and $b=0$. The proof of the second part of the claim follows the same line as the first part together with Theorem 0.13.
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